1. Introduction

Among nonparametric option pricing techniques, probably the most fertile area for empirical research has been estimating option pricing formulas using neural networks.

The first attempt was made by Hutchinson, Lo and Poggio (1994) who used three different network architectures: Radial Basis Functions (RBF), Multi Layer Perceptron (MLP), Projection Pursuit Regression (PPR) to fit both Monte-Carlo simulated Brownian underlier and Black-Scholes option data, as well as S&P500 futures and options thereof. They used a minimalistic approach in their input selection, and limited the network inputs to time to maturity (T-t) and moneyness (ratio of underlying price to strike price, S/X) only, assuming interest rate and volatility to be constant. We also note that they used financial knowledge in this construction, namely the “homogeneity property” of the option pricing formula (Merton 1990), which justifies the use of the moneyness rather than the underlying price and strike price separately.

Another important question this paper raises is that of measuring performance of the network. While the out-of-sample error, $R^2$ is a reasonable measure, they also examine the discrete delta-hedging performance of the neural network methods, which is of greater practical relevance. The result of these empirical tests is that these non-linear neural networks are able to recover the BS formula with remarkable accuracy, and even outperform BS in some cases in the discrete delta-hedging of simulated data. On the actual S&P500 data, the results are even more promising: all three of the neural network methods studied outperform the BS model both in terms of $R^2$ as well as delta-hedging performance, especially for longer term and out-of-the-money options. The authors note that increasing the number of inputs, investigating the network architecture, re-examining the performance measures and establishing statistical significance of results are directions of further research. We examine the work done in each of these directions.

2. Selection of Input and Output Variables

Probably the most glaring shortcoming of Hutchinson et al (1994) is the severely limited number of input variables. Since they initially concentrate on recovering the BS formula, they argue that volatility and the risk-free interest rate are assumed to be constant across all training data, so there is no need to provide them as input to the network. In practice, however, we know that the reason why the BS formula has limited use is precisely this assumption, so having some measure of volatility and the level of interest rate as inputs to the model, makes intuitive sense.

Indeed, “the selection of input variables is a modelling decision and one which can greatly affect network performance. There is no well-defined theory to assist with the selection of input variables and heuristic methods are employed. One approach is to include all the variables in the network and perform analysis of the connection weights or a sensitivity analysis to determine which may be eliminated without reducing predictive accuracy. An alternative is to begin with a small number of variables and add new variables which improve network performance.” (Malliaris, 1996) This study goes on to use the latter method and end up including no less than 13 input variables in their backpropagation network. While the specific results of this paper may be challenged due to the small amount of data and the basic performance measures (comparing MSE of implied volatility only, no hedge analysis) used, it is clear that addition of extra information in the form of input variables is an important factor in determining the effectiveness of neural networks. Amilon (2003) uses the first approach suggested above: this study starts out with 9 input variables, including lagged values of the underlying $S(t-1), S(t-2), S(t-3)$ as well as 10-day and 30-day historical volatilities. Then, sensitivity analysis on each of the input variables is used to determine their relative importance.
Latter studies also spend ample time exploring this question. Qi and Maddala (1996) use historical volatility, interest rate and open interest as input variables, in addition to those used by Hutchinson et al (1994) and achieved better results than them. Lajbcygier (1995, 1996, 1997) advocates the use of implied volatility instead of historical volatility. He introduces the concept of Weighted Implied Standard Deviation (WISD), in which standard deviation implied by the Black model of at-the-money options is weighted more heavily than those that are out-of-money. DeWinne(2001) also experiments with various set of input variables and finds that the inclusion of both historical and implied volatility performs well, and liquidity information (such as trade size) improves the fit of intraday option pricing data.

As for the output variable, most studies use the option price, or ratio of option price to strike price. These are equivalent to outputting the implied volatility (as in Malliaris 1996, Carelli 1998). Some studies go further and attempt to model the bid-ask spread (Amilon 2003). An improvement was proposed by Lajbcygier (1995) who suggest that deviations from BS price be used as output, rather than the predicted option price itself. They call this a “hybrid network” and show that it has better performance than a network that tries to predict the option price only, without the BS information.

3. Selection of Network Architecture

Another potential point of improvement over the initial results of Hutchinson et al (1994) is the neural network architecture used. They used a single hidden layer in their study, which, according to the theoretical results of Cybenko (1989) and Hornik (1989) is sufficient to universally approximate any continuous function. The selection of the number of hidden neurons is also quite important: too few neurons would result in a poor fit, whilst the use of too many is likely to result in overfitting. There are numerous methods to address this problem, including the validation-set-method of Peterson et al (1991), Lagrange-multiplier test of White (1989) and Terasvirta (1993), cross-validation techniques of Wahba (1990) as well as various heuristic and comparative methods.

Carelli et al (1998) propose the use of a non-linear regression technique called “profiling” to select the optimal network structure specifically for the problem of option pricing using feedforward neural networks.

The most recent strand of literature on this topic introduces various constraints on the architecture, in an attempt to incorporate theoretical knowledge into the network. Garcia et al (2001) introduce the concept of “homogeneity hint” which is a constraint on the set of allowable solutions to which the learning process may converge, thereby avoiding overfitting and improving the out-of-sample performance. They show that further enforcing the homogeneity property (ie. that the option pricing function has homogeneity of degree one in the asset price and the strike price) in the structure of the network improves out-of-sample pricing as well as dynamic hedging performance. Lajbcygier (2001) also used constraints in a similar fashion: the “maturity constraint” is introduced to enforce the knowledge that when an option reaches maturity, the pay-off is certain, other “model constraints” are used to keep the hybrid model (see above) consistent with some of the extremes of the underlying modified BS model. Finally, we note that in other areas of nonparametric option pricing research (i.e. those which do not use neural networks for estimation), pricing under various theoretical constraints is an active area (see for example Ghysels 1997, Ait-Sahalia 2003).

4. Selection of Performance Measures

There are two major groups of performance tests that have been conducted on neural networks used for option pricing. The first group of measures indicates the difference between the network-predicted out-of-sample option prices and the realized market prices. $R^2$, mean error (ME), residual mean squared error (RMSE), mean absolute error (MAE), mean absolute percentage error (MAPE) can all be used to quantify this difference and thus compare the pricing accuracy of various methods.

The second group of measures concerns the hedging performance of the option pricing model. “The ability to hedge an option can be used as a measure-of-fit in model comparisons, and, in many cases, it is a more accurate way to proceed. The market option prices reflect the anticipation of the future distribution of the
underlying asset. If these expectations are not fulfilled on average, then the market option prices are wrong and, consequently, measures-of-fit based on price accuracy are of little use.” (Amilon 2003) Based on these considerations, Hutchinson et al (1994) introduce the concept of “tracking error” of replicating portfolios designed to delta-hedge an option position. They use the mean and variance of these tracking errors to show that the discreet (daily) hedging performance of neural networks is superior to that of BS. Taking this concept one step further, based on the ideas of Chesney and Scott (1989), we can define a trading policy based on a particular pricing model. Assuming we buy options which are underpriced in the market according to our model and then delta-hedge it until it becomes overpriced or matures (whichever occurs first), and vice-versa for overpriced ones, we can compute the discounted trading profit/loss associated with a particular pricing model. This is a particularly intuitive and practical measure, which is used in Lajbcygier (2001) and in Amilon (2003).

5. Selection of Benchmarks

Given its theoretical foundations and wide-spread use, the BS model, using historical volatilities is an ideal benchmark for any option-pricing model. Most studies, including Hutchinson et al (1994) use this as the basis of comparison. However, given that BS prices have been shown to be quite far from market prices, especially for longer term and out-of-money options, recent studies have started using “more competitive” benchmarks. DeWinne (2001) uses the discrete binomial tree model of Cox, Ross and Rubinstein to compare the performance of neural networks in pricing American-style options. Amilon (2003) uses the BS model with both historical estimates of volatility (the standard method) and also with implicit volatility estimates (extracting the volatility implied by the market price of at-the-money options).

6. Establishing Statistical Significance of Results

Hutchinson et al (1994) note that statistical tests to determine whether the results are statistically significant, are difficult to formulate because the errors in fitting the option prices are likely to be correlated across options and over time. Amilon (2003) uses the block bootstrap method of Kunsch (1989) and Fitzenberger (1998) to establish a confidence interval for the RMSE to establish that neural network generated prices fit market prices better than BS prices do, at the 95% confidence level.

Lajbcygier (1997) establishes confidence intervals around the model-generated prices using bootstrap methods (Tibshirani 1996, LeBaron and Weigend 1998), and shows that trading policies which only deal in “badly mispriced” (ie. market price 2-3 sigmas away from model price) options generate more profits (and better Sharpe ratio) than those without regard to confidence intervals.

7. Directions for Further Research

Each of the above areas still has open questions, but the following have direct consequences, in terms of the practical applicability of neural networks in option pricing:

- A well-defined quantitative selection method to decide on the input variables and on the network structure.
- Inclusion of further financial axioms and rules, as constraints to the learning network.
- Inclusion of the practical applicability (hedging performance, trading performance etc) of the network in the learning rules/objective function.
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