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Abstract
The wide spread of high speed access technologies evolves a mass market of broadband Internet services. The 3play service concept targeting this market covers voice, data and video delivery on the same packet based service platform. To upgrade current IP core and aggregation networks in order to meet enhanced service availability and quality requirements for voice and video services, the evaluation of related currently available network capabilities may provide the starting point. On the other hand, to guide efficient developments, the analysis of designed networking solutions is required, as well. These considerations significantly increase the need for efficient network analysis support in real market oriented processes. This paper introduces an availability and QoS analysis framework developed and applied for real-size networks.

The main scope of the presented work is on the adaptation of theoretical availability and QoS analysis methodology for realistic cases. Both problem size and complexity reduction, as well as efficient worst case estimation approaches are considered to cope with difficulties of large-size real network analysis problems. Adaptation of the analysis methodology for a desktop GRID is overviewed. Numerical examples are presented to illustrate the size, complexity and structure of the problems to be solved. The integration of the analysis support into real network development environment is considered, as well.

1 Motivations
The widespread of high speed access technologies (xDSL, DOCSIS, BWA, GPON, and UMTS) evolves a mass market of broadband Internet services. The 3play service concept targeting this market covers voice, data and video delivery on the same packet based service platform. The packet based service platform enables advanced service intelligence and flexibility; thus, VoIP and IPTV services can be equipped with attractive advanced service features. However, user experiences of service availability and quality of traditional voice (TDM based PSTN) and TV (e.g. CATV) define the expectations concerning these new services. To meet these expectations network service requirements for aggregation and IP core networks should be modified significantly. IP aggregation and core networks were originally designed and developed to carry best effort data services (e-mailing, file transfers, web browsing). The logical topology, the architecture and the operational principles have been tuned to support an extensive traffic growth, i.e. the fast and efficient connection of large number of customers.

The evaluation of related network capabilities may provide the starting point to upgrade this network in order to meet enhanced service availability and quality requirements. On the other hand, to guide the developments efficiently, the analysis of planned and designed networking solutions is required, as well. These considerations significantly increased the need for efficient network analysis support in real market oriented processes.

Research activities in availability and queuing theories provide strong scientific background and valuable achievements, thus, the main scope of the related work is currently focused on the adaptation of these results for realistic problems and on the integration of the analysis support into real network development processes.

This paper introduces an availability and QoS analysis framework developed for and applied at the network development processes of Magyar Telekom, the principal provider of telecommunication services in Hungary. The structure of the paper is as follows: First the general availability analysis problem is identified in Chapter 2, and then Chapter 3 summarizes the analysis approach, the modeling, and the availability and QoS analysis methodology briefly. Chapter 4 describes the analysis frame; Chapter 5 illustrates the structure of the availability analysis problem with a numerical example. Chapter 6 gives the basic idea of a potential adaptation for a desktop GRID; finally, Chapter 7 concludes the paper.

2 The Availability Analysis Problem
In order to formulate the availability analysis problem, let us assume that the following quantities are given:
a number of network components (i.e., cables, switches, etc.) \( i = 1, \ldots, N \)
- the failure of component \( i \) is a binary random variable denoted by \( y_i \in \{0,1\} \) subject to the distribution \( P(y_i = 1) = p_i, \quad P(y_i = 0) = 1 - p_i \);
- the failure state space is composed of binary vectors \( y = (y_1, \ldots, y_N) \in \{0,1\}^N \), and represented by \( Y: y \in Y \);
- a product measure over the failure state space \( p(y) = \prod_{i=1}^{N} p_i^{y_i} (1-p_i)^{1-y_i} \);
- a measure of performance in state \( y \) is \( \text{Perf}(y) \), and \( g(y) \) expresses the loss of system performance due to a failure scenario represented by vector \( y \) is derived as \( g(y) = \frac{\text{Perf}(y)}{\text{Perf}_{\max}} \).

\( \text{Perf}(y) \) may express connectivity (e.g. route exists or can be obtained between given endpoints), degradation of capacity (e.g. a certain transmission capacity is required between the endpoints, and only a portion of it is available).

Since \( \text{Perf}_{\max} \geq \text{Perf}(y) \) in the forthcoming discussion we assume that \( 0 \leq g(y) \leq 1 \).

The two main availability measures are defined as follows:

1. **Average Loss (AL)** expressed as
   \[
   \mathbb{E}(g(y)) = \sum_{y \in Y} g(y) p(y).
   \]
2. **Outage Probability (OP)**
   \[
   P(g(y) > C) = \sum_{y: g(y) > C} p(y),
   \]
   where \( C \) is a given level of performance degradation.

Since the evaluation of \( g(y) \) for a single failure scenario \( y \) can be rather tiresome, the complexity of availability analysis is expressed with the number of how many \( g(y) \) must be calculated in the course of evaluating the availability measure. However, from the AL and OP definitions it follows that for an exact evaluation one has to calculate \( g(y) \) for each possible binary state vectors, which entails \( O(2^N) \) computations. Since, even in the simplest network models the number of components \( N \) is in the range of a few hundred, while in case of multilayer models it could go up to a couple of thousands, “taking a full walk” in the state space for evaluating the availability measures is clearly out of reach. Therefore, we want to calculate AL or OP approximately by using an estimate
\[
\eta = \Psi(g(y_1), g(y_2), \ldots, g(y_K)),
\]
which is based only on a few samples \( \{(y_k, g(y_k)), k = 1, \ldots, K\} \) taken from the whole state space. This way we can perform availability analysis by “visiting” only a few number of states in the state space. The general algorithm for availability analysis is given as follows:

- Generate \( K \) samples \( Y_{\text{sample}} = \{y_1, \ldots, y_K\} \).
- Calculate the corresponding loss values for \( \{g(y_1), \ldots, g(y_K)\} \)
- Use the estimate of the given selection method for evaluating AL as
  \[
  \text{AL} \sim \Psi(g(y_1), g(y_2), \ldots, g(y_K))
  \]
  This way, \( g(y) \) must be calculated fewer times which yields a feasible algorithm. Of course, the underlying question is how to find the most 'typical' samples which furnish the most accurate estimation despite the small number of samples.

## 3 The Availability and QoS Analysis Approaches

To develop an efficient availability and QoS analysis methodology a proper network model is required first. Based on the model processes evaluating the required availability and QoS measures in a single network state can be developed and – since the evaluation of the entire state space is not realistic for real-size networks - a sample selection strategy can be chosen and applied to obtain efficient estimations or bounds.

The current chapter summarizes the network modeling requirements, the main approach to the evaluation of the availability performance of a network state, the considered choice of sample selection approaches, as well as the link-wise QoS analysis approach, the applied traffic and queuing models, and the end-to-end QoS estimations.

### 3.1 Generation of the Layered Network Model

The networks within the scope of the analysis are multi-layer networks both in technological and logical senses. From technological point of view there are IP and WDM network layers with different functions and capabilities that should be taken into consideration both in failure modeling and performance evaluation. From logical point of view technological network layers consist of different logical layers, like IP-link, Ethernet-link, optical channel, optical multiplex section, optical amplifier section, fiber link, cable layers.

These layers are in client-server relation, since lower layers provide services for the upper layers, i.e. lower layer network resources support the realization of upper layer
logical network elements: optical fibers carry wavelength division multiplex transmission systems, WDM multiplex bundles accommodate optical channels, which transport Ethernet-links carrying IP links. IP-links form a logical network providing different IP services to carry application traffic.

Based on the above network view intra-layer and inter-layer modeling requirements can be identified defining a network model for analysis purposes.

Focusing on the model of a single technological layer the dependencies between the failure of physical network elements and the outages of logical network elements should be represented by the model on the one hand, since failure of a physical network element may result in outage of several logical elements. On the other hand the model should support the evaluation of the network including the impacts of resilience and adaptation mechanisms supported by the technology – for example OSPF adaptation in an IP layer, or optical channel protection switching in a WDM layer –, as well.

Inter-layer modeling requirements define how to combine layer models to form a complete network model. The main issue is to enable the modeling of inter-layer failure propagation: a failure of a logical network element in a given layer propagates towards the client layers, and may result in outage of several logical elements of the client layers (Figure 1). If an adaptation mechanism or a resilience capability eliminates the impact the server layer element failure has on the client layers by reconfiguring the server layer to maintain the services or by replacing the failed resource by a protection switch over action, there is no impact on the client layers. (Note that the analysis is focused on steady state network conditions only.)

The applied technology-independent layered network model is based on [14].

### 3.2 Availability analysis of real size multi-layer networks

As it has been already emphasized describing the analysis problem the main challenge in the analysis of real-size networks is the sample selection to enable the elaboration of efficient estimations for the targeted availability parameters. The considered choice of solutions for the sample selection in this case includes:

- Monte Carlo method
- Stratified Sampling, and
- Li-Silvester deterministic bounding.

The brief summary of these methods is based on [1]. One of the oldest methods of availability analysis is the Monte Carlo (MC) method. Its shortcomings as statistical estimation (e.g. slow convergence, low efficiency) are well known. The reason for briefly discussing this method is that it will serve as a reference for the efficiency of more powerful algorithms. In the case of MC algorithm the expected value is estimated by the following form:

\[
AL = E\left(y\right) = \frac{1}{L} \sum_{i=1}^{L} g(y_i),
\]

where the sequence \(y_i: i=1,\ldots,L\) are drawn as random samples subject to the underlying distribution \(p(y)\).

The crucial question in Monte Carlo simulations can be posed as how many samples should be taken for a required level of accuracy. This is a very important question indeed, as the ratio \(L/|Y|\) determines the percentage of the state space visited by the method.

To accelerate the Monte Carlo simulations [2] there is a speed-up technique based on grouping the samples into different classes referred to as stratified sampling. Stratified sampling has been extensively investigated in the literature of statistical sampling [3, 4], however some novel adaptive extensions are discussed in this chapter. Again we want to estimate

\[
AL = E(g(y)) = \sum_{y \in Y} g(y)p(y)
\]

Stratified (or structural) sampling is defined as follows:

Given

- partition \(Y = \{Y_i: i=1,\ldots,V\} = \bigcup_{i=1}^{V} Y_i\) and \(Y_i \cap Y_j = 0\)
- the probability of being in class \(i \rightarrow p_i = \sum_{y \in Y_i} p(y)\)
- the average loss expressed in a structured form

\[
E(g(y)) = \sum_{i=1}^{V} P_i E(g(y) | y \in Y_i) = \sum_{i=1}^{V} P_i m_i
\]
• a sampling allocation $(L_1, L_2, \ldots, L_N)$ such that $\sum_{i=1}^{N} L_i = L$
• an estimation of the conditional expected value $m_i$
  \[
  m_i \approx \frac{1}{L_i} \sum_{k=1}^{L_i} g(Y_{i(k)}^{(l)})
  \]
• the overall estimation $\eta := \sum_{j=1}^{N} \sum_{l=1}^{L_j} \frac{1}{L_j} \sum_{k=1}^{L_j} g(Y_{j(k)}^{(l)})$

For more details on strata definition, sample size, sample allocation and accuracy under different conditions see [5].

On the other hand, one can approach availability analysis as a deterministic computational problem, namely how to decrease the number of terms in the summation in AL or OP. The probabilities $p(y), y \in \{0,1\}^N$ can be easily calculated and arranged in a monotone decreasing sequence $p(Y_1^{(l)}) \geq p(Y_2^{(l)}) \geq \ldots \geq p(Y_N^{(l)})$. This separates $Y$ into two sets, $Y_1 = \{Y_1^{(k)}, k = 1, \ldots, N\}$ and $Y_2 = Y \setminus Y_1$, respectively. By using the following two functions:

\[
  h(y) = \begin{cases} 
    g(y) & \text{if } y \in Y_1 \\
    0 & \text{if } y \in Y_2 
  \end{cases}
\]

\[
  q(y) = \begin{cases} 
    g(y) & \text{if } y \in Y_1 \\
    1 & \text{if } y \in Y_2 
  \end{cases}
\]

one can lower and upper bound $AL$ as follows:

\[
  \sum_{y \in Y_1} h(y)p(y) \leq \sum_{y \in Y_1} g(y)p(y) \leq \sum_{y \in Y_1} q(y)p(y)
\]

These inequalities can be rearranged into the following forms, known as Li-Silvester (LS) bounds [6]

\[
  \sum_{y \in Y_1} h(y)p(y) \leq \sum_{y \in Y_1} g(y)p(y) \leq \sum_{y \in Y_1} q(y)p(y) + P(Y_2).
\]

Here $P(Y_2) = \sum_{y \in Y_2} p(y)$. One can notice, however, that we took the first $N$ most significant samples by arranging the probabilities into a decreasing order

\[
  p(Y_1^{(l)}) \geq p(Y_2^{(l)}) \geq \ldots \geq p(Y_N^{(l)})
\]

instead of arranging the products

\[
  g(Y_1^{(l)})p(Y_1^{(l)}) \geq g(Y_2^{(l)})p(Y_2^{(l)}) \geq \ldots \geq g(Y_N^{(l)})p(Y_N^{(l)}),
\]

which would have resulted in sharper bounds. This cannot be carried out since the calculation of $g(y)$ over the full space (which is necessary to obtain the first $N$ most significant samples) is out of reach. In spite of this deficiency the LS bound can result in rather sharp estimation.

3.3 QoS analysis of end-to-end IP services

To evaluate the performance of the network configurations resulted in different failure cases, these network configurations are assessed in details. The actual available IP logical topology is defined, and the traffic is routed according to the adapted routing tables. Therefore, the detailed traffic load on each link is obtained according to the present service classes.

This detailed network model and description provide proper input for QoS analysis. To elaborate end-to-end QoS parameters for different services link-wise basic analytic models and simple end-to-end worst case estimations are required. This Chapter briefly summarizes the applied methodology.

3.3.1 Link-wise performance analysis

By using the recent results of queuing theory, we are able to compute the most important performance measures like mean and variance of the packet waiting time (delay), packet loss probability and waiting time quantiles under very general conditions.

During the analysis of the nodes we apply the matrix geometric methods [7]. The application of matrix geometric algorithms makes possible to obtain approximate Markov models even if the system itself is not Markovian, thus, the inter-arrival and service times are not exponentially distributed. With these methods general (even correlated) inter-arrival and service times can be considered, and complex service disciplines like strict priority or weighted fair queuing scheduler policy can be approximated.

3.3.2 Traffic Model

The most popular traffic descriptor in matrix geometric methods is the Markovian Arrival Process (MAP, [7]). A MAP consists of phases with the transitions between the phases described by a Markov chain. The arrival rate can be different in the different phases, and an arrival can cause a phase transition as well. A MAP is able to approximate general inter-arrival time distributions and can capture autocorrelation between the arrivals.

There are several methods published how to construct a MAP to reflect a target behavior. These methods usually obtain the parameters of the MAP by optimization such that the statistics of the traffic it generates matches the measured real traffic statistics.

Using MAPs as a feeding process of a queuing model has the benefit that the model remains Markovian, and can be solved by efficient numerical procedures.

As MAPs can model general arrival processes, phase-type (PH) distributions can be used to approximate general service times. Similar to MAPs, PH distributions represent random variables consisted of a mixture of exponential
distributions. Several PH fitting algorithms have been published to approximate general service time distributions. In our computation method we apply a MAP with only two phases for two reasons. First, with such a small number of phases the state space of the Markov chains modeling the individual queues remains moderate, thus the solution is fast and involves as few numerical issues as possible. Second, the inverse characterization problem of MAPs is solved only for two phases. Thus, given the first three moments and the lag-1 autocorrelation of the inter-arrival times of the packets, explicit formulas are available to compute the MAP that has the same statistical behavior [8]. Similarly, simple and explicit inverse characterization formulas are available for PH distributions with two phases.

To summarize our traffic model, we measure the first three moments and the autocorrelation of the packet arrival stream and construct a 2-state MAP that has the same properties based on the method of [8]. Similarly, the packet size distribution is approximated by a PH distribution constructed by using the three moments of the measured packet sizes using the method of [15].

### 3.3.3 Best Effort service

The queuing behavior of a best effort traffic class with the packet arrivals described by a MAP and packet sizes described by a PH distribution can be modeled by a MAP/PH/1 queue (or by its finite variant if the buffer is finite), with the following structure:

$$
\begin{bmatrix}
B_0 & A_0 \\
C_1 & B & A \\
& C & B & A \\
& & & & \ddots \\
& & & & & & \ddots & \ddots 
\end{bmatrix}, \quad (1)
$$

where $A_0$, $B_0$, $C_1$, $A$, $B$, $C$ are matrices, computed from the MAP describing the arrivals and from the PH describing the service times (see [1]).

There are many solution techniques with well-studied numerical behavior to obtain the QoS parameters of queuing systems having such a regular structure [7, 9]. We selected the classical matrix-geometric method with the logarithmic reduction algorithm if the buffer length is infinite, and we applied the Folding algorithm when the buffer size is finite.

### 3.3.4 Strict priority queuing

The difficulty of modeling multi-class queuing systems is that the state space of the resulting model is multi-dimensional (each dimension represents the queue length of a traffic class). In most cases such multi-dimensional Markov chains can not be solved efficiently. If the scheduling policy among the classes is strict priority, the multi-dimensional Markov chain can be solved in an exact way [10], but numerical problems appear at several points of that algorithm. Therefore we apply an approximate solution based on the separate analysis of the traffic classes. The concept is to approximate the two class system as the classes were separated, and construct a service process for both classes that approximately imitates the behavior of the original server. This special service process is constructed such that it approximates the service that the tagged traffic class perceives in the multi-class environment.

![Figure 2: The structure of the approximate Markov chain model of the low priority queue](image)
solution methods mentioned there can be applied to compute the per-class performance measures. Of course, the matrix blocks of the generators are more complicated to compute compared to the best effort case (it also involves busy period analysis), for the detailed description see [11].

![Figure 3 The Markov chain of the queue model of the low priority class](image)

3.3.5 Weighted fair queuing

The Markov model of the system is multi-dimensional besides weighted fair queuing (wfq) as well. No numerically applicable solutions are known for this service discipline. An approximate solution can be found for the two class case in [12].

The idea of the approximation is to separate the classes like in case of the analysis of the priority system. From the point of view of a customer class, the capacity of the server is varying depending on the presence of customers belonging to the other class (Figure 4).

The busy period analysis of the traffic classes provides the durations the service process spends in the full and in the reduced capacity states.

This capacity-switching behavior is reflected on Figure 5, which shows the structure of our approximating Markov chain. The states can be partitioned into two groups: one belongs to the full capacity, the other to the reduced capacity state.

During the analysis, the inter arrival times are characterized by MAPs and the service times are phase type distributions (the phases of these processes belong to the state space as well, the figure above show only the macro structure of the Markov chains). The generator of the resulting Markov chain has a block tri-diagonal structure again (the exact definition of these matrices is available in [12]), whose performance analysis is studied extensively in the literature.

![Figure 5 The capacity-switching behavior](image)

3.3.6 Extension to more than two traffic classes

The case of more than two traffic classes is reduced to the two class analysis.

In case of strict priority policy it is performed as follows. During the analysis of the highest priority queue all the traffic of the lower priority queues are aggregated and considered as the only low priority class in the system. During the analysis of the lower priority classes the effect of even lower priority classes is neglected, and all the higher priority classes are aggregated and considered as the only high priority class of the system.

In case of weighted fair queuing (wfq) the idea is similar. We analyze the traffic classes one by one. During the analysis of a tagged traffic class all the traffic of the other classes are aggregated and considered as one traffic class. The weight of this aggregated class in the wfq scheme is computed by the average of the weights of the components weighted by their traffic intensity.

3.4 End-to-end QoS parameters

The end-to-end QoS parameters are approximated by the aggregation of the per-node performance measures along a route. Since the correlation between the QoS measures at the different nodes can not be taken into account by such a heterogeneous network model, we assume that the waiting time and the loss probability perceived by the packets at the consecutive network nodes are independent. Thus, the mean and the variance of the waiting time can be computed by summing these measures along a route:

$$E(W_{E2E}) = \sum_{n \in \text{route}} E(W_n)$$
\[ \sigma_{\text{E2E}}^2 = \sum_{\text{route}} \sigma_{\text{route}}^2. \]

The loss probability is approximated similarly, by assuming independence:

\[ P_{\text{loss,E2E}} = 1 - \prod_{\text{route}} (1 - P_{\text{loss,route}}). \]

4 The analysis framework and environment

Having an overview of the considered methodology in the previous Chapters, let us focus on the implemented analysis framework, and the business environment.

The network to analyze and evaluate is a service provider’s network consisting of access, aggregation and core network domains.

The majority of the access networks is realized by ADSL technology, and provides an order of Mbyte per sec downlink and a few hundreds of kbyte per sec uplink. The aggregation is a switched carrier class Ethernet network with typical tree-like topology.

The core part of the IP network is directly routed, there is no switched Layer 2, Ethernet-links carried by WDM optical channels interconnect the IP routers directly. (From analysis point of view this architecture eases the QoS analysis problem, since simplifies the assessment of traffic load over a given physical resource.)

On the current extend of the work the main focus is on core part, however, the extension of the analysis for the aggregation is foreseen in the near future, as well.

The detailed network data for modeling the WDM layer is provided by the network management databases (equipment, systems, cable infrastructure). The description, configuration and neighborhood information of the IP routers are available from SNMP downloads. Based on these detailed information the required network model can be obtained.

Deciding on the sample selection methodology the considerations are as follows: Besides the general description in Chapter 3.3 the illustration on Figure 6 based on a rather small, but realistic network example [5] represents the high performance of Stratified Sampling based estimation of availability parameters. Despite of this fact the significantly less efficient Li-Silvester deterministic bounding was applied in the implemented analysis process. The reasons are twofold: the practical one is that strict bounds are more preferred to describe the availability performance of a network service for business purposes than statistical estimations. “The service is not worse than ...” is a clear worst case characteristic to be compared with the requirements or expectations. On the other hand, there are some difficulties to apply Stratified Sampling based estimations to describe availability performance of a single end-to-end service.

![Accuracy of different analysis methods](image)

**Figure 6 Efficiency of different sample selection methods**

Stratified Sampling based sample selection strategy is proved to be efficient for estimation of overall network level parameters [5]. These characteristics are for strategic purposes to evaluate and compare architectural solutions and strategic networking alternatives. Since each network element contributes to the overall network level performance, thus, an obvious definition of strata is based on the number of failed components (transmission links and nodes) in the given network state. To extend the approach for a layered network structure these components can be categorized by technology.

Targeting to estimate the availability of a single point to point network service it is quite difficult to distinguish which network element contributes to the accommodation of the given service traffic even if dynamic mechanism is present in the network like OSPF adaptation. Lack of separation of these network element types may decrease the efficiency of stratified sampling significantly.

An improvement of the basic Li-Sylvester bounds for estimating the average loss or the outage probability theoretically can be obtained quite obviously. In order to do that let us introduce the following definitions and notations:

The binary vector \( \mathbf{y} \) is said to be the “successor” of binary vector \( \mathbf{\hat{y}} \) (denoted by \( \mathbf{y} \prec \mathbf{\hat{y}} \)), if the following condition holds:

\[ \text{if } y_i = 1 \text{ then } \hat{y}_i = 1 \text{ and } w(\mathbf{y}) \geq w(\mathbf{\hat{y}}). \]

where \( w(\mathbf{y}) \) represents the weight of the binary vector \( \mathbf{y} \) (i.e. \( w(\mathbf{y}) \) yields the number of ones in binary vector \( \mathbf{y} \)).

We assume that if \( \mathbf{y} \prec \mathbf{\hat{y}} \) then \( g(\mathbf{y}) \leq g(\mathbf{\hat{y}}) \) (this assumption holds for the large majority of systems, since it asserts that having additional failures in a certain failure scenario, then the performance is the same or it can only degrade). Based on this consideration the bounds can be improved. Unfortunately, to obtain the groups of states for such an improved bound calculation implies combinatorial
probable failure cases cover 0.99997 of the state space. As it can be seen from Table 2 the first 1000000 most probable failure states Table 2 summarizes the problem statistics.

Based on the analysis of the first 1000000 most probable failure cases according to their performance, the 1000000 failure cases imply 445874 different network configurations regarding IP logical topology and Ethernet-link physical topology.

Table 1 Network model elements

<table>
<thead>
<tr>
<th>Element category</th>
<th>Number of elements</th>
<th>Typical order of DTR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Router</td>
<td>119</td>
<td>$10^{-5}$</td>
</tr>
<tr>
<td>Router port card</td>
<td>286</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>Optical channel</td>
<td>32</td>
<td>$10^{-5}$</td>
</tr>
<tr>
<td>Optical multiplex section</td>
<td>36</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>Optical amplifier section</td>
<td>56</td>
<td>$10^{-5}$</td>
</tr>
<tr>
<td>Cable link</td>
<td>437</td>
<td>$10^{-6}$</td>
</tr>
<tr>
<td>Network node (e.g. common functions like power supply)</td>
<td>33</td>
<td>$10^{-7}$</td>
</tr>
</tbody>
</table>

Table 2 Failure statistics based on the analysis of the first 1000000 most probable failure cases

<table>
<thead>
<tr>
<th>Failure depth</th>
<th>Number of states</th>
<th>Accumulated probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>failure free</td>
<td>1</td>
<td>0.94284</td>
</tr>
<tr>
<td>single</td>
<td>999</td>
<td>0.055498212</td>
</tr>
<tr>
<td>double</td>
<td>489745</td>
<td>0.001630879</td>
</tr>
<tr>
<td>triple</td>
<td>509256</td>
<td>1.47E-06</td>
</tr>
<tr>
<td>not covered (triple, quadruple and higher)</td>
<td>n. a.</td>
<td>2.94E-05</td>
</tr>
</tbody>
</table>

Figure 7 depicts the productivity of the two different performance calculation approaches. The productivity is expressed as the average number of failure states covered by the evaluation of a single network configuration.

If the grouping of failure states according to identical IP logical topology and Ethernet-link physical topology would not be applied, the evaluation of $g(y)$ should be performed for all failure configurations, and thus the performance of each failure configuration should be evaluated individually, i.e. the productivity would be 1. If the grouping of failure states is applied, the first 10 evaluation covers more than 500 failure states, the first 100 covers more than 3000, i.e. their productivity is 50 and 30, respectively (failure states are taken according to their decreasing probability). For the 1000000 analyzed failure case, we take into account 445874 different network configurations concerning IP logical topology and Ethernet-link physical topology, and so, the productivity is above 2, i.e. applying the grouping of failure states the processing load of needed $g(y)$ calculations became halved.

5 A numerical example

To illustrate the size and structure of a real size network analysis problem a certain part of the Magyar Telekom IP network is discussed here. The network model consists of about 1000 active model elements, summarized in Table 1. A typical requirement for service availability is 99.99% (i.e. of 1 hour per year outage approximately). It is an obvious expectation that the accuracy of the analysis should be better by an order of magnitude: 0.99999 of the state space should be covered, i.e. according to the Li-Silvester bounding $P(Y_2) \leq 0.000001$.

Based on the analysis of the first 1000000 most probable failure states Table 2 summarizes the problem statistics.

As it can be seen from Table 2 the first 1000000 most probable failure cases cover 0.99997 of the state space.
The gain involved in the necessary \( g(y) \) calculations can be achieved by the proper grouping of failure cases, is significant. However, the processing load is very high from practical application point of view, since tens of days are required to perform the analysis of a network of illustrated complexity on a good desktop PC.

Li-Silvester bounds provide a scalable approach for availability performance estimation; however the efficiency of the method is weak. The presented illustration shows that the accuracy specified by the realistic application requires the evaluation of a significant part of the failure state space, and the processing load is high.

Since there are no promising further improvements in the efficiency of sample selection and the reduction of failure state performance calculations, the processing capacity should be increased to fulfill the requirements of practical applications.

### 6 Adaptation for a desktop GRID Frame

A proper and economical option for a scalable increase of the processing capacity is a desktop GRID. A desktop GRID environment organizes tens or even hundreds of desktop PCs into a commonly controlled processing frame [13]. Since in the network analysis there are some tasks that can be processed independently, and in parallel without strict scheduling requirements, the adaptation of the analysis process for a desktop GRID environment seems to be promising.

In the analysis problems and approaches discussed in the current paper there are two groups of tasks of that type. On the one hand the elaboration of network configurations according to the different failure cases and their evaluation can be done independently from one another. On the other hand the evaluation of link-wise QoS models to provide input for end-to-end estimation in a given failure case can be done independently from one another, as well (Figure 8).

The gridification of these analysis processes is efficient, and due to the low communication and control overhead the expected gain in processing time is 0.8 – 0.9 by each involved processing unit, thus a few tens of PCs involved into a desktop GRID may decrease the required processing time below one hour, what seems to be acceptable to solve a problem of that complexity.

### 7 Summary and conclusions

Based on the identification of analysis requirements and the overview of available methodology the current paper describes a network availability and QoS analyzing frame. Some considerations and illustrations are discussed how the efficiency of the analysis can be tuned to the practical applications.

Based on the numerical illustration of the problem size and structure the need for high processing power is identified, and the adaptability for a desktop GRID is shown.

The integration of the developed analysis approach into the network development processes of Magyar Telecom is overviewed. Currently, the developed analysis frame is successfully applied in the Magyar Telecom’s network development processes. There are two directions for further work identified:

- The current availability modeling of IP routers is based on the hardware models only, failures caused by software and configuration errors has not been covered by the model, yet. Thus, to refine the availability modeling of IP routers trouble ticketing based modeling of software and configuration related failures is a research and development issue for the near future.

- New services and the permanently increasing capacity demands require the implementation of further technological changes. The introduction of IP-MPLS technology with Traffic Engineering, and All Optical Network technology will imply the extension of the modeling capabilities in the near future.
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