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Abstract—New architectural and design approaches for radio
access networks have appeared with the introduction of network
virtualization in the wireless domain. One of these approaches
splits the wireless network infrastructure into isolated virtual
slices under their own management, requirements, and charac-
teristics. Despite the advances in wireless virtualization, there
are still many open issues regarding the resource allocation
and isolation of wireless slices. Because of the dynamics and
shared nature of the wireless medium, guaranteeing that the
traffic on one slice will not affect the traffic on the others
has proven to be difficult. In this paper, we focus on the
detailed definition of the problem, discussing its challenges. We
also provide a review of existing works that deal with the
problem, analyzing how new trends such as software defined
networking and network function virtualization can assist in the
slicing. We will finally describe some research challenges on this
topic.

Index Terms—Wireless network slicing, wireless network vir-
tualization, wireless resource management, slice isolation, 5G,
LTE, WiFi.

I. INTRODUCTION

PRESENTLY, one of the major concerns of wireless net-
works comes from the spectrum scarcity in face of a

constantly increasing demand of traffic from the end users.
This challenge has led to the consideration of new access
technologies or to improve the efficiency of existing ones.
Paradigms such as heterogeneous networks, the combina-
tion of different Radio Access Technologies (RATs), the
use of differentiated services or the cognitive radio con-
cept have appeared as candidate alternatives to increase the
efficiency of wireless networks. On the other hand, these
paradigms will potentially increase the costs of network
operators, making network management and operation more
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complex, and consequently, requiring the deployment of more
infrastructure.

Recently, the Wireless Network Virtualization (WNV) con-
cept has appeared as a new alternative to help on the achieve-
ment of this efficiency goal, reducing capital and operational
costs. The term WNV covers a wide variety of virtualization
flavors, similar to how network virtualization applies to cabled
networks. An accurate definition of network virtualization is
given in [1]:

Network virtualization is any form of partition-
ing or combining a set of network resources, and
presenting (abstracting) it to users such that each
user, through its set of the partitioned or combined
resources has a unique, separate view of the net-
work. Resources can be fundamental (nodes, links)
or derived (topologies), and can be virtualized recur-
sively. Node and link virtualization involve resource
partition/combination/abstraction.

In summary, the goal of network virtualization is to create
logical partitions of some existent physical network resources
in an efficient manner. This partitioning is also known as
resource slicing, which becomes, as we will see throughout
the paper, a complex research problem in the wireless domain.

This paper focuses on the slicing problem: how it could
be implemented, its challenges, and what is still missing to
achieve a complete virtualization approach that could slice
the wireless medium. We review recent works on two impor-
tant aspects of slicing: resource allocation and isolation.
Slicing implies the allocation of the necessary resources to
satisfy independent service requests, but, on dealing with
wireless resources, and due to the particularities of the wire-
less medium, assuring slice isolation becomes a difficult task,
even more when Quality of Service (QoS) or Service Level
Agreements (SLAs) constraints come into play. In contrast to
previous surveys on wireless virtualization [2]–[4], our interest
focuses on the problems derived from wireless slicing and on
the existing techniques that deal with these specific problems.

The rest of the paper is organized as follows: In
Section II we introduce the concepts of Wireless Network
Virtualization (WNV), Software Defined Networking (SDN)
and Network Function Virtualization (NFV). In our opinion,
these concepts are fundamental enablers for the implementa-
tion of slicing and in Section II we describe their relationship
to wireless slicing presenting some existing solutions. In
Section III we thoroughly explain the definition and moti-
vations of wireless slicing. In Section IV we present some
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background of the main wireless technologies and we describe
the problems of resource allocation and isolation in the context
of those technologies. We review the current efforts for imple-
menting the slicing approach in wireless networks in Section V
and, based on the analysis of these works, we identify the chal-
lenges and research directions in Section VI. Finally, we give
some concluding remarks in Section VII.

II. RELATED CONCEPTS

In this section we briefly describe three new concepts
(WNV, SDN and NFV) we consider fundamental enablers
for the wireless slicing purpose. We also review some exist-
ing works on these topics, showing their contribution to the
implementation of slicing.

A. Wireless Network Virtualization

WNV aims to share a common network infrastructure,
including the radio resources, among different virtual net-
works. We can identify five different goals behind this
paradigm:

• The definition of an abstraction layer to simplify the
provisioning of wireless access from heterogeneous net-
works.

• High-level management and programmability of wireless
networks.

• Network slicing by service, user or application.
• Infrastructure sharing.
• Radio spectrum sharing.
Wireless virtualization, in comparison with wired network

virtualization, encompasses the virtualization of specific wire-
less hardware and the radio spectrum as well. The virtualiza-
tion of the wireless medium introduces a number of challenges
that do not exist in the wired domain, e.g., the signal prop-
agation, the interference, the user mobility or the considered
radio access technology. All these particularities will be the
focus of WNV.

Virtualization of a wireless network can be applied at dif-
ferent layers and degrees, from only virtualizing the core
network to virtualizing the radio spectrum and physical layer
of base stations. Even more, the motivations for virtualizing
a wireless network can be very diverse: from enabling the
infrastructure sharing among several operators, to offering a
layer of abstraction in order to simplify the network man-
agement. There is an extended bibliography devoted to WNV,
treating the subject under different perspectives, tackling a spe-
cific problem or using a particular technology. Wen et al. [2]
and Liang and Yu [3] offer a comprehensive view on WNV
and present existing works on this field.

WNV as an Enabler for Slicing: Virtualization and slicing
are two concepts so coupled that virtualization becomes the
principal technology enabler for slicing. Nowadays, all slicing
proposals consider each slice as some kind of virtual network
in order to achieve the objectives behind wireless network
virtualization.

Some frameworks for virtualizing wireless networks have
been proposed in the last years [5]–[8]. In general, these pro-
posals do not provide details about their implementation, but

they present candidate design guidelines. These works pro-
vide the foundations for a wireless network slicing design.
Common to all proposals, there are two requirements wireless
virtual networks will need to satisfy:

• the coexistence of different virtual networks mapped onto
the same physical network,

• the isolation of the virtual networks so as to avoid
conflicts between coexistent virtual networks.

These issues are discussed in this paper as the Slicing problem
(see Sections III and IV).

B. Software Defined Networking

The main idea of SDN is to decouple the data and control
planes, moving the control plane from the network devices to
a central location [9]. Then, the forwarding devices (switches
or routers) just apply the forwarding rules programmed by a
controller element.

These SDN ideas imply a separation between the network’s
policies definition, their implementation in hardware, and the
forwarding of data. With this separation, considerable flexi-
bility is achieved, which allows a simpler management of the
network [10].

Applying SDN to the wireless domain, some works have
proposed different designs, frameworks and tools [4], [11].
Many of the SDN proposals have concentrated on decoupling
the management from the hardware and the technology, to
be able to give a unique interface to control a heterogeneous
network. As we will show next, several works have focused
on abstracting from the wireless technology and on allowing
network programmability, but do not consider the isolation and
coexistence of virtual networks over a shared infrastructure.
However, both paradigms, SDN and virtualization, seem to
be necessary for achieving a complete cross-layer solution to
manage, program, share and slice a heterogeneous wireless
network.

SDN as an Enabler for Slicing: Deploying and managing a
sliced wireless network is a complex task if it is not handled
correctly. In our opinion, SDN is the necessary tool for easing
this task, and it is crucial for achieving the needed flexibility
and programmability a sliced wireless network will need. Even
though SDN does not appear as the solution for the slicing
problem itself, we mention some existing ideas of how SDN
would be helpful for wireless network slicing.

A good example of how SDN can be helpful is
FlowVisor [12]. This slicing tool is designed and used in wired
networks to achieve slicing and flow isolation. Although in a
wireless scenario the problems are different, the main ideas of
flow-based slicing and control message isolation can be used
in the wireless domain.

In the cellular domain, SoftCell [13] focuses on the core
network of cellular providers. It proposes the use of the SDN
paradigm at the providers network by using common switches
and middle-boxes instead of specific proprietary hardware.
This approach tackles particular problems of this kind of net-
works, such as scalability and high bandwidth requirements.
In a similar way, MobileFlow [14] proposes an architec-
ture for deploying SDN onto mobile operators, in particular
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with 3GPP infrastructure. The architecture is called Software-
Defined Mobile Network (SDMN) and its main idea is “to
provide maximum flexibility, openness, and programmability
to future carriers without mandating any changes in user equip-
ment”. In this architecture, the data and control planes are
decoupled and the functions of each plane are virtualized.

These works are the most direct application of the SDN
paradigm on a cellular network. Although, not the focus of
our work, the slicing of the backbone of a cellular network
is an important aspect of any slicing approach. Increasing the
flexibility and programmability of this part of the network will
be essential.

A more ambitious approach is proposed in SoftRAN [15].
It defines a virtual big-base station that logically groups geo-
graphically close physical base stations. The idea is that these
physical base stations can be centrally managed to facilitate the
radio resource allocation and the interference mitigation. For
this, the authors propose an abstraction of the radio resources
through the virtualization of the physical resources. Also,
an Application Programming Interface (API) is proposed to
export the state of the network to an external manager which
can program the control plane. In this case, the control plane
of the wireless devices is decoupled from hardware.

The previously mentioned ideas of wireless resource
abstraction can be used in a slicing approach to set-up slices
and to specify their resources. Also, the decoupling of control
from hardware and the centralized management are necessary
to develop different control planes for the different slices.

For WiFi systems, some works have been proposed in the
last few years, introducing the SDN paradigm to wireless
LANs. Odin [16], [17] is a framework for enabling the pro-
grammability of a wireless network. The most interesting idea
is the definition of an abstraction called Light Virtual Access
Point (LVAP). This formalizes a logical connection between
a client and an AP to maintain the status of the associa-
tion. The idea is that these LVAPs can be allocated on any
kind of hardware (WiFi AP or LTE eNodeB). Then an API is
defined so as to access network parameters and to reconfigure
the network. The objective of this approach is to build high-
level applications to manage the network. Similar works that
extend, use and improve these ideas are: Empower [18] and
AeroFlux [19], [20].

In our opinion, these approaches are essential for imple-
menting slicing on WiFi devices. For example, the LVAP idea
could be extended or modified to be used in slicing, having
an LVAP per slice and so, easing the wireless configuration of
each slice.

C. Network Function Virtualization

The main idea behind NFV is the decoupling of network
functions from the physical network equipment where they
run on [21]. This is achieved by removing their execution
from specific hardware and, by means of virtualization, run
on standalone hardware, with the additional possibility to be
deployed on any location.

Hence, a network service can be decomposed into a set of
network functions, which are then virtualized and executed on

general purpose servers. This way, the Virtualized Network
Functions (VNFs) can be easily created, moved or destroyed,
anywhere and at anytime, giving flexibility and lowering costs
to the network operator. With NFV, more dynamic and service-
aware networks are possible with lower operating and capital
expenses [21].

NFV as an Enabler for Slicing: As already mentioned, we
see NFV as an enabler for slicing a wireless network. It will
make the creation and management of slices easier to perform
if some functions can be taken from proprietary hardware, vir-
tualized and run centrally. In the following, we describe some
works where we found ideas that can be applied to slicing a
wireless network.

The approach of Software Defined Radio (SDR), where sig-
nal processing functions are run in a centralized manner by
general purpose hardware is clearly a NFV approach. Cloud-
RAN [22], [23] is a SDR architecture with the objective of
taking away the signal processing functions from the Base
Stations to put them in the cloud. This way, these heavy pro-
cessing functions can be run on general purpose hardware,
and therefore this solution reduces capital costs and promotes
the deployment of new technologies. Another example is the
work in [24] where the authors apply NFV to the Evolved
Packet Core (EPC) of a LTE network. EPC is the core net-
work for LTE systems consisting on a number of entities in
charge of functions such as: mobility, routing and forwarding,
access control, pricing, etc. The objective of this work is to
virtualize the functions of all these entities on the cloud, but
grouping some of the functions on the same server to reduce
transactions over the network.

CloudMAC [25] proposes to move all MAC processing
functions currently run by WiFi APs to the cloud. In this
proposal, the functionality of APs is limited to forwarding
frames, consequently all the processing is done on a central
server where Virtual APs are running as virtual machines. To
connect the physical AP (now called Wireless Termination
Point, WTP) to the Virtual Access Point (VAP), tunnels and
OpenFlow switches are used.

Having network functions decoupled from hardware and
grouped at a single location could be a solution to many of
the slicing problems we will describe later on this paper. For
example, with an SDR approach or with the idea of a decou-
pled MAC from CloudMAC, it could be possible to modify the
MAC-layer or PHY-layer implementation to adapt it to new
requirements (e.g., prioritizing some traffic over other). Also,
with NFV at the core of the network, it would be possible to
assign to each slice specific network functions and to remove
others so as to tailor the slice for a specific scenario.

III. THE SLICING APPROACH

In the following section we define in detail what is under-
stood by a Slice and we also introduce some of the motivations
for slicing a wireless network.

A. Definition

The concept of slicing in the context of network virtualiza-
tion is multifaceted. For the most general definition, a slice
can be considered as a set of flows belonging to different end
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users (mobile clients of the wireless service in our case). Then,
a slice supports flows of multiple end users, but at the same
time, an end user can participate in multiple slices. A flow
(stream of packets) is an atomic entity in this approach, it can
have specific QoS requirements and is a member of a single
slice. For example, a flow in an IP network could be defined
by the tuple composed by source and destination IP addresses
and ports.

Furthermore, a slice can be defined as a subset of network
resources allocated to a tenant (virtual operator or service
provider), with complete control over those resources. An
important aspect of the slicing design approach is the delivery
of customization and programmability tools to the tenant.

Examples of slices can be: all the flows whose source or
destination is a given type of device such as sensors; or all
the flows from a VoIP service; or, all the flows with source
or destination the end user of a given operator. Depending
on the specification of a slice, an end user can participate
on different slices but, slices are always independent between
each other. In the context of wireless networks, we envision
two big scenarios for using slices:

• Quality of Service Slicing: the idea is to create slices
to offer different services and assure some type of QoS
within the slice. For example, a slice can be created
to give service to a specific group of devices with the
same requirements (sensors or smartphones) or by type
of application (e.g., a slice for multimedia services).

• Infrastructure Sharing Slicing: this is the traditional idea
of network virtualization applied to the wireless domain.
There is a tenant (e.g., Mobile Virtual Network Operator),
which is given a slice of the network. The tenant has com-
plete control over the network infrastructure and functions
within the slice.

An example scenario for applying the QoS Slicing is given
in [26]. This scenario consists of a future 5G network opera-
tor offering differentiated types of services depending on the
specific use case. For example, a high-throughput service for
smart-phones, a low-rate non-critical service for Internet of
Things (IoT) or Machine to Machine (M2M) communications
and a low-latency service for critical real-time communica-
tions. So, the scenario is a combination of these use cases,
each one with its specific requirements, and the operator has
to provide service and management for all of them jointly. To
cope with these requirements, isolated slices are defined, each
one giving service to a specific group of users or devices (see
Figure 1).

Another aspect of the definition of a slice is related to where
in the network or up to what level slicing should be applied.
A good classification of this facet of slicing is given in [3]
where different levels of slicing are detailed:

• Spectrum-level slicing: The spectrum can be sliced by
time, space or frequency multiplexing, or by an overlaid
access. It can be considered as link virtualization.

• Infrastructure-level slicing: It is the slicing of physical
network elements, such as: antennas, BSs, processors,
memory. It is accomplished mostly by virtualization.

• Network-level slicing: It is the slicing of all the network
infrastructure.

Fig. 1. Example of slices in a 5G scenario. From [26].

B. Motivation

We have already mentioned some of the motivations for
implementing slicing on the wireless domain. In what follows,
we thoroughly detail the major benefits the slicing approach
will bring to wireless networks.

1) Heterogeneous Service Differentiation: In the current
context, where there is a wide variety of services and devices
that wireless networks have to deal with, slicing becomes a
way to isolate and accomplish different requirements simulta-
neously. On sharing resources, slicing will enable the creation
of customized services with fine control features of QoS [27].
The idea is to divide the network into slices made of different
resources and capacities so as to offer differentiated services
for heterogeneous use cases. Even more, in [28], slicing is
presented as one of the key enablers of future 5G Systems to
manage the expected heterogeneous requirements.

It is also possible to define slices for specific applications,
which may require customized network capabilities [29]. With
virtualization, a layer of abstraction over the slice can be
defined so as to control the network as a black box to easily
specify application requirements. Another possible approach
is to have customized slices per type of device or per type of
client requirement. Network slices will offer efficient resource
utilization as each slice can be customized for a specific ser-
vice and on a dynamic on-demand way. This dynamism, is the
key difference from existing similar proposals as VPNs.

2) Network Management: As said in [30]: “The manage-
ment of different applications with contradictory requirements
on a common infrastructure can be performed via separated
network slices”. Slicing the network will allow to individu-
ally configure the networks edge-to-edge and define specific
functions for each case, while sharing the same infrastructure
and avoiding higher costs. For example, slicing will allow to
allocate only the necessary functions and to reserve resources
on the entire path of the communication, allowing the network
configuration to be tailored for each case.

Slicing will also provide flexibility to dynamically create
and destroy slices depending on the operators policies, with
the help of NFV and SDN. The objective is to virtualize as
many functions as possible, and those that cannot be virtu-
alized should be programmable and configurable [26]. Even
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more, in the case of slices defined per type of service or device,
as it is known which service each slice is servicing, the net-
work can be simplified by removing functions that are not
necessary. For example, if a slice is giving access to static sen-
sors, mobility management can be reduced to a minimum. This
way, management is simplified, becoming easier to develop
autonomic management for each specific slice.

3) Heterogeneous Radio Access Technologies: Slicing can
also help on the management of networks using heterogeneous
Radio Access Technologies (RATs). It is becoming more com-
mon to have different RATs working on the same network as
a way to alleviate the spectrum scarcity problem. For exam-
ple, WiFi has become an important player on the mobile
business as a way to offload data transmissions of mobile
devices like smart-phones or tablets. This way, end users
avoid the extra cost penalty when exceeding the contracted
data usage limit. For instance, the Office of Communications
from U.K. (Ofcom) reported that in the U.K. 81% of mobile
consumers use WiFi at some point [31]. Resource allocation
from different technologies can be handled from a slicing
perspective where, depending on parameters such as: through-
put, user location or costs, the best RAT is assigned to
each slice.

The spectrum efficiency can also be improved with slicing,
as it is possible to match different requirements to the best
available radio resources [32]. To allow this possibility, the
network must encompass virtualized or programmable wire-
less interfaces, as well as different wireless technologies, as
expected in future wireless networks. Then, as predicted in [2],
the future leads to the coexistence and convergence of different
wireless technologies composing a service-oriented infrastruc-
ture. Slicing appears as one possible solution to allow this
coexistence by simplifying the management.

4) Infrastructure Sharing: Another important motivation
for slicing is infrastructure sharing. It is similar to the ser-
vice differentiation concept but, in this case, each slice can
be used by a different operator offering its own services. For
example, there are in the U.K. 41 mobile virtual operators,
which are customers of mobile infrastructure providers [31].
Most of them offer similar services of voice, SMS and data as
the incumbent operator. Slicing will facilitate the infrastruc-
ture management and will provide isolation between different
operators.

From a different point of view, the idea of sharing the infras-
tructure will give operators more flexibility to change their
logical network and efficiently use their resources [33]. This
idea is also backed by the Telemanagement Forum [34], which
quoted: “The expectation is that 5G will offer multiple virtual
networks with different cost/performance characteristics across
a shared infrastructure”.

5) Flexibility for New Services and Business Models: From
a business point of view, network slicing will promote the
introduction of new use cases without increasing costs thanks
to the ability to share the infrastructure by different slices.
This can allow to provide service to devices with low traffic
demands on highly dense areas (e.g., IoT) without increasing
costs, as 5G will need to do. Besides, as a standardized API
for programming the network could be offered, slicing will

leverage the Everything as a Service (XaaS) business model
and allow third parties to explore new opportunities.

IV. PROBLEM DESCRIPTION

The most difficult problem of slicing a wireless network is
found at the base stations and the associated wireless links.
Achieving effective slicing is challenging mainly because of
the variability of wireless links’ capacity and because of
limited resources. In wireless communications, the capacity
of the link depends on the Signal-to-Interference and Noise
Ratio (SINR) and on the available bandwidth of the link.
Additionally, the SINR is variable over time due to, for exam-
ple, the distance between the transmitter and receiver, the
location of the interferers or the obstacles in between the
communicating nodes. Besides, the available radio spectrum is
regulated and bounded, without the possibility to be increased,
in contrast to the usual deployment of wired networks.

Having in mind these issues, in this section we identify the
problems of resource allocation and isolation in wireless slic-
ing and show the complexity of tackling them. As the problems
are closely related to the radio access technology and, in par-
ticular, to the medium access technique used, we first give a
brief introduction to this matter.

A. Medium Access Techniques

All wireless technologies include medium access control
functions to decide when each of the devices can transmit. As
the two major technologies used nowadays are the 3GPP LTE
standard and the IEEE 802.11 standard, we briefly explain the
way each of these technologies access the medium, to easily
identify the derived problems from wireless slicing.

1) Medium Access Control in LTE: In LTE, medium
access is performed by Orthogonal Frequency Division
Multiple Access (OFDMA) on the downlink and by Single
Carrier - Frequency Division Multiple Access (SC-FDMA) on
the uplink. OFDMA is based on dividing the available band-
width into orthogonal frequency sub-carriers, assigning a set
of sub-carriers to each user. OFDMA uses sub-carriers dis-
tributed through the available spectrum while SC-FDMA can
only use adjacent sub-carriers. The multiple access technique
works this way: each time interval, called Transmission Time
Interval (TTI), an assignment decision is made and each user
is assigned a certain amount of radio blocks in the time and
frequency domains. This task of assigning resources to users
is called scheduling.

In the time domain, LTE supports two types of frames of
TTIs: one for Frequency Division Duplex (FDD) mode and
one for Time Division Duplex (TDD) mode. In FDD mode,
the frame consists of 10 TTIs, which are divided in time slots
of 0.5 ms and can carry 7 OFDM symbols (in the default
configuration with short cyclic prefix). Two consecutive time
slots define a sub-frame of 1 ms and, in general, the schedul-
ing works on a sub-frame level. In TDD, which is basically
designed for coexistence with legacy systems, the frame is
divided into two half-frames of 5 ms.

In the frequency domain, the sub-carriers are grouped into
sub-channels of 180 kHz (12 sub-carriers) and the number



RICHART et al.: RESOURCE SLICING IN VIRTUAL WIRELESS NETWORKS: A SURVEY 467

Fig. 2. LTE time-frequency frame.

of sub-channels depends on the available bandwidth. The
radio resource unit consisting on 1 time slot and 1 sub-
channel is called a Resource Block (RB) or Physical Resource
Block (PRB) and it is the basic resource unit of allocation
(see Figure 2).

In summary, the responsibility of the scheduler is to decide
how to assign PRBs among users taking into account the
channel conditions and QoS requirements. This complex
task presents several challenges for which various scheduler
designs and implementations have been proposed [35].

2) Medium Access Control in WiFi: The IEEE 802.11
standard [36] defines four coordination functions (or meth-
ods to arbitrate the access to the medium): the Distributed
Coordination Function (DCF), the Point Coordination
Function (PCF), the Hybrid Coordination Function (HCF)
(which uses two mechanisms EDCA and HCCA) and the Mesh
Coordination Function (MCF). Most devices, when working
in infrastructure mode, use DCF or EDCA by default.

DCF uses Carrier Sense Multiple Access with Collision
Avoidance (CSMA/CA) to regulate the access to the medium.
In this access method a device must sense the medium (phys-
ical carrier sense) before starting to transmit. If the medium
is not busy, the device is able to transmit. More specifically,
a device must sense the medium is idle for a period of time
(called DIFS) before transmitting. If the medium is busy (on
a transmission attempt), the device waits for the current trans-
mission to end. Then, before attempting to transmit again, the
device waits for a random backoff time while the medium
is idle and, then, it transmits its frame (see Figure 3). This
backoff time is selected randomly from the interval [0,CW]
(the Contention Window). CW is a variable parameter, which
is duplicated every time the device tries to transmit, and can
take values between the limits CWmin and CWmax.

In EDCA, some of the access medium control parameters
are adaptable, so as to prioritize the access and to provide
QoS. These parameters are:

• The Arbitration Inter-Frame Spacing (AIFS). It defines
the time between two frame transmissions.

• The backoff variables CWmin and CWmax.
• The Transmission Opportunity (TXOP) Limit, which

defines the period of time a device can use the medium
after gaining access.

Fig. 3. Distributed Coordination Function backoff procedure.

Then, for providing QoS, different Access Categories (AC)
are defined and each one has different configurations of these
parameters so as to prioritize the access to the medium.

B. Resource Allocation

On implementing slicing on a wireless network, the main
issue is how to assign resources to the different slices. This
is known as the resource allocation problem and is well stud-
ied in computer science and operations research [37], [38] for
other research fields.

For the wireless scenario, the resource allocation problem
considers these aspects:

1) Definition of what the resources are.
2) If necessary, definition of a model for representing the

resources.
3) Selection of a way to partition the resources.
4) Definition of a way for modeling the request of

resources.
5) Design of a mechanism for assigning the resources to

the slices.
6) Design of a mechanism to keep or update the assignment

in case of changes.
Regarding aspects 1 and 2, in the wireless domain, what

the resources are and how they are modeled can vary depend-
ing on the point of view. The resources can be the available
radio spectrum (divided also in time, frequency or space), the
available transmission time or the capacity of the medium.

For points 3 and 4, current works propose different mod-
els of the allocation problem, from low-level and highly
technology-dependent models (resource-based models) to
more general high-level models (throughput-based mod-
els) [39]. For example, for the LTE case, several works propose
resource requests consisting of a number of PRBs to be
assigned to each slice [40]. This model has the advantage that
the requests are given in allocation units, facilitating the imple-
mentation of the allocation. However, such low-level requests
are difficult to handle from high-level management entities
such as operators or service providers. A more high-level
model considers a fraction of resources per request. In this
case, there is not an exact demand of a number of PRBs but a
relative percentage of resources. In the case of LTE, this would
translate easily to PRBs, but this model could also be used for
other technologies where resources are quantified differently.
Another approach is to partition the time instead of the actual
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resources. The idea is that, given an interval of time, split
this interval into fractions to be used by each slice. It is simi-
lar to a Time Division Multiplexing (TDM) approach, but the
fractions of time used by each slice do not have to be of the
same size or periodic. All previously mentioned models share
their dependency on the channel conditions, and consequently
the resulting throughput for each slice is not guaranteed and
can be time varying. More strict but complex models propose
to make reservations according to specific QoS parameters
such as throughput, bandwidth or minimum data rates. For this
model, a translation to resource assignments has to be done
and a dynamic control is necessary to update those mappings
over time. As channel capacity varies, the necessary resources
to accomplish the same request may vary as well.

After deciding what are the resources, how they are mod-
eled and how to model the requests, the next step is to define a
mechanism to assign the resources so as to fulfill the requests
(points 5 and 6 of the list). Because of the particularities of
wireless transmissions, applying the decided allocations onto
the wireless hardware is not trivial. Hence, the resource alloca-
tion problem also includes the development of techniques and
mechanisms that translate the decisions into actions over the
resources. The type of actions and the actual implementation
will depend mostly on the used wireless technology, but also
on the models defined in previous steps. Current proposals on
this issue are given in Section V.

C. Isolation

Controlling that the resource allocation (and so the slice
specification) is not violated over the time is another difficulty
for any slicing approach, we call this the isolation problem.
The fundamental idea of isolation is to prevent the deteriora-
tion on the performance of one slice because of any change on
another slice (like the number of end users, flows or channel
conditions) or because of the removal or set-up of slices.

The complexity of assuring isolation in wireless networks
appears because of the high variability of the channel con-
ditions and because of users’ mobility. The capacity of a
wireless link can vary significantly depending on several fac-
tors: the distance between the client and the AP or BS, the
interference, the environment (indoor, outdoor, surrounding
objects), the radio access technology. All these considerations
make isolation (and also resource allocation) very difficult to
implement.

The problem of isolation can be more or less difficult to
solve depending on how resources are modeled and on the
used wireless technology. Because of the different models, iso-
lation can be interpreted as the maintenance of the assigned
resources or as the maintenance of the requested throughput
or bandwidth, despite of changes on any other slice. Also, in
some slicing approaches, isolation is implicit to the resource
allocation solution, for example, if while assigning resources
it is guaranteed that there are no resource overlapping.

In summary, an important aspect of wireless resource slicing
is how to keep satisfying the requests in spite of this variability.
Nevertheless, the isolation issue is the less treated aspect in
the literature in spite of being one of the major challenges of

research in this field. Dynamic resource allocation techniques
which use the information of the channel conditions to take
fast and accurate decisions will be needed.

V. EXISTING APPROACHES FOR WIRELESS SLICING

Facing the issues and complexities we have mentioned
regarding the implementation of an efficient slicing, some
ideas and mechanisms have been proposed in the last few
years. In this section, we review these proposals and explain
their characteristics, advantages and drawbacks. A summary
of these works is given in Table I. In this table we classify
the works based on the considered technology and summarize
their main characteristics and objectives.

A. A Classification of Current Solutions

Current proposals for resource allocation and isolation of
virtual slices in wireless networks are significantly dependent
on the wireless technology, focusing on 3GPP LTE or IEEE
802.11 standards.

For the case of LTE (or other cellular technologies such as
WiMAX) the vast majority of approaches modify the frame
scheduler to assign PRBs to the slices (PRB scheduling). Some
works, trying to avoid such a low level strategy, propose mech-
anisms which schedule the use of resources between slices in
a higher layer. This approach is generally done at the MAC-
layer or at the Network-layer, we call it Slice scheduling. The
third category is Traffic shaping, controlling the traffic (pack-
ets) that are sent to the scheduler, with the implicit intention to
modulate the schedulers behavior. So, for LTE three strategies
prevail:

• PRB scheduling
• Slice scheduling
• Traffic shaping
For WiFi, similar approaches are proposed. In our review,

we identify three predominant strategies:
• EDCA control: This strategy modifies the EDCA param-

eters (CW, AIFS and TXOP) to prioritize the access to
the medium of the different slices.

• Slice scheduling: The idea is to have each slice as a vir-
tual machine over the physical AP and schedule the use
of transmission resources between the slices (e.g., in a
TDM-like approach).

• Traffic shaping: In this case, the traffic coming from dif-
ferent slices is shaped before sending the data to the
MAC-layer.

In Table I we explicitly mention which of these classifica-
tions are used by the reviewed works along with their main
objectives. In fact, some works only focus on achieving some
grade of slicing, others on resource allocation or resource
embedding while others only on isolation. Also, the earliest
works on the area of slicing were focusing on experimental
testbeds, hence, the use cases and objectives of these early
works are different from present approaches.

B. LTE and WiMAX Context

In the following, we review the main proposals to the slic-
ing problem in the context of cellular networks. We focus
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TABLE I
SUMMARY OF WIRELESS RESOURCE SLICING PROPOSALS

on the two most popular technologies in the literature: LTE
and WiMAX. Although WiMAX has lost attention and LTE is
expected to evolve with the introduction of 5G systems, these
solutions are an interesting approach to the problem. After the
description of the proposals we briefly compare the different
approaches.

1) PRB Scheduling: Zaki et al. [40], [41] present a frame-
work for LTE virtualization. The authors propose an architec-
ture for virtualizing the LTE Base Stations (called eNodeBs
(eNB) in LTE architecture) with the objective of having dif-
ferent operators sharing the same physical resources. The
solution is based on a Hypervisor (as in CPU virtualization),
which hosts different virtual nodes, allocates the resources
and is responsible of the spectrum sharing and data multi-
plexing. The Hypervisor will accomplish two tasks: (i) it will
host several virtual eNBs onto a physical eNodeB, schedul-
ing the physical resources among them; (ii) it will schedule
the wireless resources among the different virtual eNodeBs.
For this second task, the solution uses the Physical Resource
Block (PRB) as the minimum resource granularity that can
be allocated, and assigns them among the different virtual
nodes, instead of among the users (as done typically by
a scheduler). The PRBs are scheduled to the different vir-
tual eNodeBs based on previously arranged contracts, which
specify different guarantees for the operator owning a vir-
tual eNodeB. The contracts can set different PRBs allocation
policies:

• a fixed amount of PRBs,
• a maximum amount of PRBs to be allocated dynamically

according to the current estimated demand or,
• a best effort allocation with no guarantees.

After the Hypervisor allocates PRBs to the virtual eNBs, each
virtual eNB allocates the PRBs to its users.

In this work, a comparison between the fixed and dynamic
approaches is done using the OPNET simulator. For showing
the benefits of the approach it is assumed that multiple oper-
ators have their traffic peaks at different moments of time. In
our opinion, this assumption is unrealistic or not well founded.
Also, although the scheduler handles the coexistence of dif-
ferent slices over a shared physical eNB, the mechanism does
not offer explicit isolation. If the demand exceeds the available
resources, the assignment is reduced proportionally.

In [42], the framework from [40] is used and extended
through a more detailed algorithm for scheduling PRBs for
the virtual nodes. The objective of the solution is to dynam-
ically allocate PRBs based on the estimated demand of the
slices. The demand is estimated separately for Guaranteed Bit
Rate (GBR) traffic and non-GBR traffic. The allocation goal
is to satisfy the GBR demands and then to allocate PRBs to
non-GBR traffic proportionally. If the total demand overloads
the amount of available resources, the assignment is done pro-
portionally to each slice demand. An interesting aspect of this
solution is the addition of a load balancing mechanism to dis-
tribute the load of a slice among different eNodeBs (in a multi
eNB scenario). The idea is that if a eNB is overloaded and a
neighbor eNB has available resources, a user is selected to be
migrated to the unloaded eNB.

The Karnaugh-map-like Embedding Algorithm (KEA) con-
sidered in [43] deals with the problem of embedding virtual
wireless networks (slices) requests onto the physical wireless
resources. Specifically, this work concentrates on the allocation
of resources to slices when the requests come along the time
(on-line requests). This approach presents some obvious draw-
backs when compared to resource allocation with all requests
arriving at once (off-line requests). To handle this dynamic
scenario, requests are grouped within a time window, and the
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embedding is done at the end of each window. The spectrum
is modeled as a two-dimensional (frequency and time) grid
of assignable resources and an algorithm based on Karnaugh-
map is used to make the assignment. In the article there is no
explanation on how this mechanism would be implemented in
real hardware or in current wireless technologies. For exam-
ple, how this can be implemented by the LTE scheduler seems
complicated.

In [44] an extended version of the previous mechanism [43]
is presented. The proposal in this work considers dynamic
embedding to avoid requests rejections due to topological
constraints. This type of rejections happen when, sufficient
resources (time-frequency slots) are available for a request,
but due to the arrangement of existing assignments in the 2-D
grid of time and frequency, there is not enough contiguous
space for that request. The mechanism of dynamic embedding
rearranges the assignments on each time slot, giving prior-
ity to already assigned requests. Through simulations it is
shown that with dynamic embedding the number of rejections
is significantly reduced in comparison to a static embedding.
Although an interesting approach, it suffers the same problems
as in [43]. Even more, this mechanism can seriously affect
the scheduling times if too elaborate calculations are needed
every time.

Kamel et al. [45] propose a scheduling mechanism to slice
an LTE network into several virtual networks owned by differ-
ent Service Providers (SP). For each SP, a contract is agreed,
which defines the minimum amount of PRBs that will be
assigned. Differently from previous works, in this case the
scheduler assigns PRBs to users (as LTE generally does) but
it is modified to follow a specific optimization strategy to
allow slicing. The optimization problem objective is to max-
imize the transmission rate obtained by each user subject to
a set of constraints: not to exceed the total BS power, not
to assign the same PRB to more than one user, to assign
at least the minimum agreed PRBs to each SP and to keep
certain fairness among users. The solution is numerically eval-
uated by a Matlab simulation, which shows the effectiveness
of the proposed heuristic when compared to other solutions.
However, the lack of more realistic simulations or deploy-
ments, with variable traffic and channel conditions, make the
proposal difficult to compare to others.

2) Slice Scheduling: Network Virtualization Substrate
(NVS) [39] proposes an architecture and algorithms for slicing
a WiMAX (IEEE 802.16) network. The main contribution of
this work is a mechanism for scheduling slices, which guar-
antees the requested resources or bandwidth demand while
keeping isolation between slices. In this case, the schedul-
ing is implemented by modifying the WiMAX flow scheduler
which is located at a higher level than the PRB scheduler.
The scheduler decides at each time interval which slice should
use the transmission resources. Then, each slice can decide
how to schedule its own flows with the given resources fol-
lowing different allowed strategies to finally send the packets
to the frame scheduler. Therefore, the frame scheduler is not
changed in the way PRBs are assigned, however, modifica-
tions at the MAC layer of the base station will be needed. This
causes the approach to face similar deployment constraints as

the PRB Scheduling proposals, as in general, this software is
proprietary and manufacturer dependent.

3) Traffic Shaping: Virtual Basestation [46] is an architec-
ture for the virtualization of WiMAX base stations (BTS) to
achieve resource sharing and isolation between multiple vir-
tual network slices. The proposal adds a new layer over the
WiMAX network called virtual BTS substrate. This substrate
acts as a virtualization layer and provides a platform where
virtual machines (VMs) are created and executed for each
slice. These VMs operate as virtual BTSs, and emulate an
isolated private BTS for each slice. This framework presents
two interesting aspects: the definition of the virtual BTS as an
entity separated from the physical BTS and an isolation mech-
anism based on traffic shaping decoupled from the BTS. This
idea makes the proposal feasible and independent of hardware.
However, modifications on network components such as in the
ASN-GW are needed for control, data tunneling and isolation.

An implementation of the isolation mechanism is discussed
in [47]. The mechanism (called Virtual Network Traffic Shaper
(VNTS)) obtains information from the wireless interface about
the current transmission rate and uses this value, jointly with
the number of clients and the weight of the slice, to shape the
traffic. The shaping is implemented outside the BTS to con-
trol the offered load to the frame scheduler and to assure the
fraction of resources assigned to each slice. Some important
limitations can be foreseen with this proposal: (i) the traf-
fic shaping is done independently of the number of available
resources, resulting in an inefficient use of resources if some
slice does not provide traffic; (ii) the mechanism focuses on
isolation and not on resource allocation, there is no explana-
tion on how to assign resources when new slice requests arrive.
It also lacks an isolation mechanism for the uplink traffic and
no study is done on the latency performance.

CellSlice [48] is another resource slicing proposal which
does not need to modify the scheduling algorithms at the base
stations but instead proposes a shaping mechanism at the gate-
way. The ideas are similar to other works, the network is
divided into slices and each slice specifies a reservation of a
fraction of the total resources. The objective of the mechanism
is to assure that the requests are satisfied, while maintain-
ing isolation among slices and using resources efficiently. The
work focuses mainly on uplink flows, which are difficult to
control, as traffic originates from the clients. The method used
for this control is based on the adaptation of a specific param-
eter of the WiMAX standard, the maximum sustained rate.
Hence, although an interesting mechanism, it highly depends
on the BS scheduler capability to control the rate of a flow
through an adaptable parameter.

4) Discussion: In most of the PRB Scheduling proposals
reviewed so far the description of the algorithms is very vague,
and not explicitly shown. Also, in all cases, slicing agreements
are based on the number of PRBs that are guaranteed to the
operator, which, in our opinion, is a too low-level approach.
This appears problematic for a slice tenant which could not
have enough knowledge or information to decide the correct
number of PRBs to request. Moreover, this does not guar-
antee a fixed performance when considering variable rates
and variable channel conditions. Agreements related to more



RICHART et al.: RESOURCE SLICING IN VIRTUAL WIRELESS NETWORKS: A SURVEY 471

high-level variables such as a percentage of the total resources
would be more appropriate. In addition, PRB Scheduling slic-
ing will require a modification of the scheduler, which can be
a difficult task because of the complexity of the scheduling
algorithms. Also, an important aspect of the schedulers are
the tight time constraints that the algorithms must satisfy, an
issue not considered by the proposed solutions.

On the other hand, Slice Scheduling and Traffic Shaping
techniques do not need to modify the PRB scheduler and are
generally easier to deploy. Also, as these are higher level
mechanisms, the allocations are made on fractions of the
total resources or on guaranteed bandwidths. Nevertheless, the
current proposals also face some drawbacks:

• Without controlling the scheduling, it is more difficult
to control the traffic coming from end users. Only [48]
proposes a solution to this issue, but it highly depends on
the technology and the hardware.

• Slice Scheduling at upper layers does not always guar-
antee that the scheduling will be kept at low layers, for
example, queue buildup can happen at the MAC layer or
the frame scheduler which can disrupt the scheduling.

• Traffic Shaping can increase latency if queue manage-
ment is not made properly or jointly considered with the
shaping.

C. IEEE 802.11 Context

In this section we detail recent works dealing with the slic-
ing problem for the WiFi technology. As explained previously,
because of the distributed nature of the medium access con-
trol, these solutions have to deal with problems different from
those of cellular networks. At the end of the review we briefly
discuss the advantages and drawbacks of each approach.

1) EDCA Control: Control-theoretic optimization of
Virtual APs (C-VAP) [49] is a control-theory approach for
adjusting the CW of the clients in a sliced WLAN in order
to provide optimized throughput and fairness to virtual slices.
The slicing mechanism uses a Proportional Integral (PI) con-
troller adapting the CW parameter of each client. This way,
the mechanism achieves the same throughput in all slices inde-
pendently of the number of associated clients. Although the
authors present a complete formal approach to the problem,
the solution does not provides any type of guarantee to each
slice, just fairness among them.

In [50] a mechanism is presented to create virtual APs
(VAPs) over a physical AP, in such a way that each VAP has
its own MAC transmission queue and virtual machine. Thus,
there is a set of EDCA parameters specific to each queue,
enabling an air-time-based mechanism to isolate the slices.
The mechanism adjusts the parameters of each queue (each
slice) and the parameters of the associated clients, all based
on previously defined requirements for each slice and on the
number of devices in the network. The mechanism allows the
definition of target air-time ratios for each VAP and adjusts
the CWmin to achieve those ratios. Although the solution is
said to consider variable rates, this is not shown in the simu-
lations done. Besides, the description of the algorithm is not
clear about the control mechanism of the CWmin parameter.

The work in [51] (ViFi) proposes a similar idea to that
found in [50] for the uplink traffic, and a slice schedul-
ing mechanism for the downlink traffic. The uplink control
mechanism configures two EDCA parameters, the CWmin and
the transmission opportunity τ for each client. The authors
argue that the joint control of both parameters provides better
fine-grained tunning of the throughput. The final goal of the
control mechanism is to guarantee pre-established air-times
for the uplink flows of each client. For the downlink, it uses
a scheduler which, in a first stage, schedules packets per-slice
depending on the requirements of each slice and, in a second
stage, schedules packets per-user of each slice in a round-
robin manner. In this work the management of variable rates
is peculiar. There is no real isolation, when the rate drops
on one client, the throughput is increased on other clients of
another slice. The evaluation is done on a real implementation,
which is an important progress from previous works. However,
more extensive evaluations, where a more dynamic scenario is
tested, would be interesting. Also, an evaluation of the conver-
gence time of the algorithm and of the air-time usage would be
needed.

In [27] a mechanism for joint control of association and
air-time is presented. The objective of this proposal is to max-
imize the total throughput of a virtual multi-AP WiFi network
by controlling the clients associations to APs and the air-time
obtained by each slice sharing the infrastructure. By analyti-
cally modeling the behavior of the clients, the authors found
the optimal transmission probability that maximizes through-
put and also guarantees that the air-time request of each slice
is maintained. Then, a control mechanism adapts some EDCA
parameters to obtain this optimal transmission probability. This
proposal only controls the client’s behavior but no control on
the AP generated traffic is done. Besides, in the article it is
not clear how the wireless capacity variability is managed.
The optimization appears to be based on a static deployment
of clients. Also, as it seems that the optimization algorithm is
executed on a central controller, a mechanism to inform each
client of the parameters to be used is needed.

2) Slice Scheduling: Smith et al. [52] propose a mechanism
for isolating experiments over a shared WiFi infrastructure.
The objective is to separate a testbed of APs into independent
virtual testbeds so as to be able to run simultaneous and iso-
lated experiments. The isolation is achieved by a TDM-like
mechanism where different experiments are allocated in sepa-
rated time slots. This approach has two major drawbacks, the
synchronization for enabling and disabling all virtual nodes
of one experiment, and the context switch cost at the devices
when switching between different experiments.

Virtual WiFi [54] is a proposal designed for client virtualiza-
tion. It tackles the problem where a client runs several virtual
machines (VMs) on its device and these virtual machines han-
dle independently the connections to an AP. The objective is to
have many VMs within a single device with a single wireless
interface connected to different networks simultaneously. The
work contributes with a very valuable analysis on the prob-
lems of sharing and slicing a wireless interface: the support of
all the functionalities of the wireless interface inside the VMs,
and the ability for each VM to establish its own connections
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with its own credentials. The proposed architecture enables the
access to the physical interface from inside any VM to have
the same management functions and to create isolated connec-
tions. Nevertheless, it needs to modify the device driver at the
host and the firmware of the wireless card. The issues tack-
led in this work are important for a full wireless virtualization
where slices can access low level wireless functions.

3) Traffic Shaping: In [53] an empirical comparison of dif-
ferent approaches for isolation in concurrent experiments on
a shared testbed is conducted. In particular, the authors study
the efficiency of space and time isolation and conclude that no
mechanism gives sufficient isolation if the bandwidth of the
different slices is not controlled. Then, a mechanism for traffic
shaping and admission control is proposed to enforce slices to
specific bandwidths. No details are given on how the band-
widths are selected or how the admission control mechanism
takes decisions.

SplitAp [55] is a proposal to assure slice isolation for the
uplink traffic in a virtual WiFi network. The method applies
traffic shaping on the client side based on commands sent
by the AP. For this, special software has to be installed on
the client: a traffic shaping module and a control and report-
ing module. The control and reporting module is responsible
of two tasks: reporting usage parameters (as the MCS and
packet size) to the AP; and controlling the shaping module.
The algorithm at the AP uses the information sent by the
clients to estimate the uplink air-time usage of each slice,
and if the predefined polices for each slice are not kept, it
broadcasts a command to adjust the air-time usage at each
client. However, in the article it is not explained the mech-
anism at the client which takes the command sent by the
AP and converts it to a traffic shaping rate. In our opin-
ion, this would be the actual slicing mechanism. Besides, as
other similar works that control uplink traffic, changes are
needed at the client side, an approach that currently appears
unfeasible.

4) Discussion: Regarding the EDCA approaches, some
drawbacks are identified: there is a total lack of analysis of
the real feasibility to adapt the EDCA parameters on the hard-
ware. For example, in some devices the EDCA parameters are
coupled to the hardware queues, and the number of those hard-
ware queues is fixed. Hence, the number of possible slices that
can independently control the EDCA parameters is fixed. The
possible values the EDCA parameters can take is limited and
this is not considered, neither is the time granularity to which
these values can be modified. The variability of the channel
conditions is also not well considered, for example, the con-
vergence time or accuracy of the mechanisms are important
metrics to show how fast the algorithms can adapt the resource
assignment to new channel conditions.

Doing the slicing at higher layers avoids some of the prob-
lems mentioned above but introduces new ones. For example,
for traffic shaping mechanisms, information from lower layers
is needed. This cross-layer communication is not always easy
to implement if access to the firmware is not available. The
technique of slice scheduling does not appear as the appro-
priate approach for isolation, as current solutions only tackle
sharing problems.

VI. RESEARCH CHALLENGES

Because of the novelty of wireless slicing and more gen-
erally of wireless virtualization many challenges remain not
addressed or at least not solved properly. In this section, we
explore some of the challenges that make wireless slicing an
interesting and promising research topic.

A. Isolation in Random Access Networks

For the particular case of technologies that use random
access methods (e.g., WiFi) the isolation of virtual slices is
complex and not fully studied. As already stated, two major
challenges prevail in this technology: the randomness and the
distributed nature of the access control. The most compre-
hensive works that deal with these problems include traffic
shaping and EDCA control for the downlink and uplink slicing
(Section V-C1). However, many aspects of isolation such as
variable traffic, mobility and variable channel capacity are not
deeply treated. Therefore, designing a mechanism for effec-
tively slicing the uplink and downlink with strictly assured
isolation is still a challenge.

B. Technology Agnostic Solutions

One of the biggest research challenges is to obtain a mech-
anism that could perform resource allocation and isolation of
wireless slices independently of the wireless technology. The
air-interface, the spectrum, the protocols for wireless and for
the backbone are different for the different technologies. Then,
there is not yet a unified approach dealing with any of the
above mentioned factors. This technological dependency will
be a problem when slicing a heterogeneous network.

When dealing with this issue, there is a trade-off between
flexibility (or abstraction) and performance [29]. It seems to be
difficult to use the same approach to virtualize and slice differ-
ent wireless technologies without affecting the performance,
as each technology has its own particularities and mechanisms
for optimization. Also, for allowing virtualization to offer slic-
ing and abstraction, a common language would have to be
defined to be able to specify, manage and control the heteroge-
neous infrastructure. For example, assuring certain throughput
to a given slice appears complex without knowing the under-
neath technology, or at least the channel access method used
(deterministic or random access).

Ideas like modeling a “general” wireless network or devel-
oping layers of abstraction could be useful to reach this
objective. For instance, approaches for network programma-
bility [11] such as Software-Defined Radio (SDR) [56]–[58]
or programmable MAC protocols [59]–[61] may be used to
circumvent this challenge. In these proposals a generic API is
provided to develop new wireless protocols (or modify exist-
ing ones) over generic radio transmitters or vendor-specific
wireless devices.

C. Dynamics and Time Constraints

The existing proposals have not given enough attention to
the impact of the adaptation of transmission parameters on
the slicing techniques. As the link quality varies dynamically
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over time, many wireless standards incorporate an autonomous
modulation and coding scheme (MCS) adaptation mechanism
and/or a transmit power adaptation mechanism, so as to select
the best transmission parameters for the current conditions.
These reconfigurations of parameters are done with short
latency, for example, in WiFi the MCS control algorithm takes
decisions within 100ms intervals. Hence, slicing mechanisms
have to be efficient and fast when reacting to changes or when
searching for reallocations.

Related to this, many proposals lack a detailed performance
study in terms of resource consumption (processor, memory or
storage) and in terms of execution times. In wireless networks,
changes can happen very fast and the time interval between
transmissions is of the order of milliseconds. This way, new
mechanisms with better reaction to changes need to be devel-
oped for slicing. For example, feedback control theory [62]
and machine learning [63] techniques should be considered.
Control theory would help with the design of controllers with
guarantees of performance and stability. Furthermore, machine
learning can help to learn control policies without the need to
model a very complex environment.

D. Real Deployments

Only few works have deployed and tested their slicing pro-
posals on real networks. In the wireless domain, doing a real
deployment is critical for the evaluation of solutions.

Furthermore, in real deployments it is common to find
scenarios with multiple BSs or APs belonging to the same
access network. Then, resource allocation and isolation on a
multi-cell (multi-AP) network needs to be considered care-
fully. Deploying slices sharing multiple BSs or APs can
bring new issues such as: interference between slices or load
unbalance. For instance, sharing the spectrum could be accom-
plished cooperatively considering the interference among the
cells and some load estimation mechanism. Then, resource
assignment to each slice inside each cell could be more
accurate [41].

Additionally, in a real deployment it becomes necessary to
decide up to which level virtualization should be applied to
achieve an efficient sliced solution. As we already mentioned,
slicing can be done at different levels, namely: from applica-
tion and flow slicing to hardware and spectrum slicing. As
stated in [64], virtualization can be considered at different
levels with respect to providers and operators:

• Universal Virtualization, where the network is viewed as
a cloud of BSs where the tenant has to choose and con-
figure all the components to provide the desired service,
and is totally transparent to the resource provider.

• Cross-infrastructure Virtualization, the idea of this
paradigm is to share resources among infrastructure
providers, where there is a pool of resources, and the
tenants can choose the resources which best fit their
needs.

• Limited intra-infrastructure virtualization, is the virtual-
ization inside a single infrastructure provider, in this case
there is spectrum sharing only between tenants inside the
network of the provider.

Deciding which of these approaches better fits current network
deployments is an open challenge.

E. User Mobility and Interference

The mobility of users is a particular feature of wireless net-
works that brings new challenges to slicing. Not only because
mobility generates variations in links capacity and perfor-
mance, or because it makes the number of users on a network
to vary significantly, but also because it adds management
complexity. Wireless networks have to deal with the man-
agement of user mobility, handle handovers and assure QoS
despite of the location of the user.

It is clear that new problems are introduced when allowing
the user mobility in a sliced network. In this case, not only
a user will change the BS or AP it is connected to, but also
it could change of slice (if changing of operator or service is
needed). Then, handover mechanisms to move a user across
slices are necessary. As slices may be owned by different enti-
ties and can belong to totally independent virtual networks,
implementing this seems complex. A possible approach could
share a central mobility manager across slices, however, this
may need to be a third party agent with an open interface
controller. In addition, centralization would add latency in a
task with strict time constraints. Alternatively, a distributed
solution could also be considered. However, the distribu-
tion of mobility management can add new problems such as
more signaling overhead between the management entities. In
summary, a good solution to the mobility problem in a vir-
tual sliced scenario will need to support handoffs between
BSs, slices and technologies while maintaining the service
quality.

F. Control of Final Users

Another major challenge in wireless resource slicing is
the access control of end user devices to the medium. The
complexity of this problem depends greatly on the wireless
technology used. For example, the most used medium access
control in the IEEE 802.11 standard is totally distributed, i.e.,
the AP does not have any possibility to control how and when
an end user will transmit. In this case, the allocation and
isolation of resources used by end users becomes complex
as there is little control over users’ devices. In contrast, in
3GPP LTE, the scheduler at the BS aside from scheduling the
downlink traffic, it also schedules the resources for the uplink
traffic, having complete control of the resources on both links.
However, information from the end users is needed in order
to gather knowledge about the traffic that is generated, as well
as the channel conditions.

G. Complex Wireless Management Functions
and Configurations

Most wireless equipment has complex management func-
tions, and is manufacturer specific, involving the programming
of drivers and low level software. When sharing a base station
by multiple slices, these specific functions have to be used
with care as commands from different slices can conflict with
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each other. Also, in general, each wireless link has its partic-
ular configuration parameters like its frequency of operation,
bitrate or transmit power, which can be very different from
another link sharing the same infrastructure.

Also, in architectures with central controllers
(e.g., [15] and [19]) special care has to be taken on
local functions at the devices. The possible delays between
a central controller and the physical devices imply that the
physical devices have a more updated view of the local
state. Consequently, the physical devices, in certain scenarios,
can manage in a better way their resources locally. So, the
controller will have to manage the network globally while
each device could take local decisions, without interfering
nearby devices.

H. Compatibility With Other New Technologies

To satisfy the ever increasing requirements of future wire-
less networks, other new technologies, aside from slicing, are
being proposed. For example:

• Extreme Densification and Offloading, which consists on
massively deploying base stations on a given area, and
complementary, using offloading techniques to redirect
the traffic through different networks.

• Millimeter Wave consists on the use of higher frequencies
of the spectrum, those of millimeter wavelength, to over-
come the spectrum scarcity. These frequencies are more
affected by path-loss and do not have good penetration
through walls, therefore, they are expected to be used for
indoor communications, along with dense deployments.

• Massive MIMO to spatially increase the spectral effi-
ciency by using multiple antennas of Multiple Input
Multiple Output (MIMO) technology.

How these technologies interact with a sliced design of a wire-
less network has still to be studied. For instance, slicing a
MIMO interface introduces new challenges as several trans-
missions can happen in parallel, and then multiple slices would
be “transmitting” at the same time.

I. Security

One of the main features of slicing is the abstraction process
where the slice is viewed as a whole network, and the slice
tenant can manage and configure it in its own way. This flexi-
bility introduces higher security risks to wireless networks, as
the slices share the same physical infrastructure. Hence, it is
of crucial importance to offer security and isolation at the con-
figuration, management and programming levels. However, to
the best of our knowledge, there is a complete lack of research
in security for wireless slicing.

In addition, wireless networks offer authentication and
encryption on the air-interface, but with slicing, those func-
tions need to be splitted between the slices. Furthermore,
all the security issues related to virtualization and hardware
sharing, are also relevant to the slicing approach. Extensive
research efforts will need to undertake these challenges with
extreme care before virtualization and slicing in wireless
networks can be deployed.

VII. CONCLUSION

In this paper we introduced the concept of slicing as an inte-
gral approach of wireless networks virtualization. We outlined
its relation to current trends such as SDN and NFV. We also
described how slicing can benefit future wireless networks
to satisfy new challenging requirements, showing possible
scenarios of application.

We have introduced the two major problems of slicing wire-
less resources: resource allocation and isolation. We defined
and explained in detail these problems in the context of wire-
less slicing, and presented the challenges for solving them,
emphasizing those challenges caused by the wireless medium
variability.

Next, we presented a classification and review of existing
proposals for the predominant wireless technologies. We com-
pared the different approaches and highlighted their advan-
tages and drawbacks. Finally, we analyzed some research
challenges and improvements needed for wireless resource
slicing to become a reality.

In summary, slicing, as an integral part of wireless vir-
tualization, appears as one of the technological enablers for
meeting future wireless network requirements. Although many
research efforts have been taken on wireless virtualization and
slicing, several challenges still remain unsolved. Our intention
with this article was to briefly survey some current proposals,
highlighting their contributions and envisioning prospective
research directions.
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