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The Contention Behavior of DOCSIS
in CATV Networks

Kai-Chien Chang and Wanjiun Liao

Abstract—In this paper, we study the contention behavior of
DOCSIS in cable TV networks. Specifically, we focus on the
behavior of TCP over DOCSIS. We determine the expected access
delay for TCP transmissions in CATV networks. The access delay
here is defined as the interval between the time when a data packet
arrives at a Cable Modem (CM) and the time when that packet is
successfully sent by the CM. The analytical model is comprised of
two parts. The first part is to calculate the probability that a CM
sends a request in a randomly selected minislot, and the second
part is to derive the expected access delay based on the probability
derived in the first part. The accuracy of the analytical model
is validated by simulations. The results show that our analytical
model can accurately model the contention behavior of DOCSIS
in CATYV networks.

Index Terms—CATY, contention access, DOCSIS, TCP.

1. INTRODUCTION

HE Hybrid Fiber Coax (HFC) cable TV network is an alter-
T native of broadband access networks to the home. The typ-
ical architecture of HFC networks is a tree-and-branch network,
in which the downstream channel is a broadcast channel and the
upstream one is a random access channel, as shown in Fig. 1.
Here the downstream channel refers to the channel from the
Cable Modem Termination System (CMTS) at the headend to
Cable Modems (CMs) at the home. Thus, the CMTS is the only
transmitter and all the CMs are the receivers in the downstream
direction. The upstream channel is from CMs to the CMTS;
thus all the CMs are the transmitters and the CMTS is the only
receiver in the upstream direction. The media access control
(MAC) mechanism in HFC may follow the Data-Over-Cable
Service Interface Specifications (DOCSIS) of the Multimedia
Cable Network System Partners (MCNS) [1] or IEEE 802.14
[2]. Since DOCSIS is the de facto standard in the cable industry,
we will focus on DOCSIS in this paper.

In DOCSIS, an upstream channel is modeled as frames of
mini-slots. Each frame comprises contention minislots and data
minislots. The detail of each frame is specified via a control mes-
sage, called MAP, periodically transmitted on the downstream
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channel from the CMTS. In a MAP, a variable number of in-
formation elements (IEs) are specified, each of which defines
a range of mini-slots to be used. The number of IEs, and the
corresponding mini-slots, varies from MAP to MAP. Typically,
each MAP contains a Request IE, some Data Grant IEs, a Null
IE, and some management information. The Request IE speci-
fies the contention interval of the next frame; a Data Grant IE
describes the transmission interval for a CM to transmit packets,
and the Null IE terminates the assignment list. Each MAP spec-
ifies the detail of the next frame, and thus it must be received by
all CMs before the next frame starts.

Each time a CM has a packet to transmit, it requests for a Data
Grant IE in a later frame. The request may be sent via piggy-
back or via contention. If it is a backlogged CM (i.e., a CM
with a non-empty packet queue) and a Data Grant IE has been
assigned to it for the next frame, the request is piggybacked on
an outgoing packet using the assigned Data Grant IE; otherwise,
the request is sent via contention, i.e., the CM contends for the
use of the upstream channel via contention minislots. Each con-
tention request occupies one mini-slot. If several CMs compete
for one mini-slot in the contention interval, all the requests in the
minislot are corrupted due to collision. After sending a request,
each CM waits for a Data Grant IE or a Data Pending IE in the
next MAP. Once either is received, the contention resolution is
complete. Each CM transmits a data packet using the Data Grant
IE if assigned, or keeps waiting for a Data Grant IE and sends no
further request if a Data Pending IE is received. The CM regards
the contention request as lost if neither a Data Grant IE nor a
Data Pending IE is received. The CM then increases the back-off
window (i.e., contention window) by a factor of two, as long as
the window size is less than the maximum back-off window. The
CM randomly selects a number within its new back-off window,
pauses until the timer expires, and then repeats the contention.
This retry process continues until the maximum number of re-
tries has been reached, at which time the packet is discarded.

The design issues of HFC networks have been widely studied
for years. An efficient MAC layer scheduling and allocation
algorithm is proposed in [3]-[5] for the upstream channel of
HFC networks. The performance of HFC networks is evaluated
in [6]-[10]. The flow control mechanism of TCP is tuned in
[11]-[14] to improve the performance of TCP over asymmetric
networks. The performance of TCP in HFC networks is investi-
gated in [15]-[19]. The impact of DOCSIS on the performance
of TCP is studied in [20]-[22].

In this paper, we provide an in-depth analytical study on the
“contention” behavior of DOCSIS in HFC networks. Specifi-
cally, we determine the expected access delay for TCP trans-
missions over DOCSIS-based HFC networks. The access delay
is defined as the interval between the time when a data packet
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Fig. 1. The tree-and-branch topology of the HFC network.

arrives at a CM and the time when the packet is successfully
sent by the CM. Since we have studied “piggyback” in DOCSIS
in [19]-[22], this paper will focus only on the access delay of
packets whose requests are sent by contention.

The rest of the paper is organized as follows. In Section II,
the system model is described and the problem is stated. In
Section III, the probability of sending a request by a CM in a
randomly selected minislot is derived. In Section IV, the mean
access delay for sending a packet is obtained. In Section V, the
simulation results are presented. Finally, the conclusion is drawn
in Section VI.

II. SYSTEM MODEL AND PROBLEM SPECIFICATION

The MAC operation of DOCSIS consists of two parts: re-
quests by contention and requests by piggyback. The expected
access delay for sending a piggybacked request has been studied
in [19]-[22]. The focus of this paper will be placed only on the
contention part.

A. The Contention Operation of DOCSIS: An Overview

The contention resolution method used in DOCSIS is trun-
cated binary exponential backoff [1]. The CMTS assigns the
size of the initial backoff window (W) and the maximum
backoff window (W,,,) in the MAP. When a CM has a request
to transmit via contention, it randomly chooses a value in its
window. For example, if W, = 16, the CM will choose a
backoff value randomly between 0 and 15. The backoff value
indicates the number of contention minislots the CM has to
defer before it can transmit the request. If a collision incurs,
which will be detected through no data grant or data pending in
the subsequent MAP, the CM will double its window size, until
the maximum window size is reached. If a request has tried 16
times and still fails, the request is discarded.

B. Notations

T the probability that a CM sends its request in a
randomly chosen contention minislot

De the probability that a collision seen by a request
transmitted on the channel

Ps the probability of a successful transmission in a

contention minislot
Nceur the number of CMs downloading files

Ntrame the number of minislots in a frame

O/E

Coaxial
Cable

Computer

Nec¢ the number of contention minislots described by a

MAP

Twd Access delay

Treqaa Request access delay

Tyeq_scn  Request scheduling delay

Wi Contention window size in backoff stage ¢

Wo Initial contention window

Wi Maximum contention window

m Maximum transmission attempt

Boff; Backoff value in terms of number of minislots
selected by a CM whose request is in backoff stage

Laata ihe slize of a data packet (in bits),

Lok the size of an ACK packet (in bits),

Cy Downstream channel bandwidth (in bps)

Cy Upstream channel bandwidth (in bps)

tms one mini-slot time on the upstream channel (in

second)

C. Assumptions and Some Definitions

In this paper, we make the following assumptions:

1) When the number of simultaneous transfers is fixed, the
probability that a CM transmits a request in a randomly
selected contention minislot is constant and is independent
of the probabilities of other CMs.

2) When the number of simultaneous transfers is fixed, the
probability that a request suffers from a collision is con-
stant and is independent of the backoff window size and
the number of retransmissions attempted for sending the
request.

3) The number of minislots in a frame, i.e., Nframe, 1S
constant.

4) The number of contention minislots in a DOCSIS frame,
i.e., Nc, is also constant.

5) There is no error on the channel. That is, if the CMTS
does not receive a request correctly, it must be caused by a
collision.

6) The initial window size is assumed smaller than the con-
tention interval, i.e., Wy < Nec.

7) For simplicity, we assume that the maximum backoff
window size equals the maximum number of retries.
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Fig. 2. The portion of requests sent via contention. (a) Two-way TCP transfers. (b) One-way TCP transfers.

TABLE I
SIMULATION PARAMETERS
Parameter Value

cd 26.97Mbps

Cu 2.56Mbps

lons 50 us

Ne 50 minislots
Ldata 1024 bytes
Lack 64 bytes

W, 16

m 16

d 2

In this paper, the following terms are defined:

1) The backoff stage is defined as the number of collisions a
request has experienced.

2) The backoff counter is defined as the number of contention
minislots a request has to defer before it can be transmitted.

D. Problem Statement

This paper studies the contention behavior of DOCSIS in
HFC networks. When two-way transfers (i.e., some active CMs
perform downloading and some perform uploading) are allowed
in DOCSIS, the requests for the use of the upstream channel tend
to be sent via piggyback. However, when only one-way trans-
fers are performed, i.e., all the active CMs are downloading,
the requests mostly go via contention. This phenomenon can
be observed in Fig. 2, which shows the ratio of requests sent via
contention. The statistics is collected by simulations, using ns-2
with the parameters listed in Table L.

In Fig. 2(a), the total number of active CMs is 100, and some
are downloading and some uploading. The portion of requests
sent by contention is quite small when the number of CMs is
more than 20, i.e., most requests are sent via piggyback. In
Fig. 2(b), the result is collected using the same simulation en-
vironment as Fig. 2(a) except that all the active CMs are down-
loading. We can see that when the number of downloading CMs
with one-way transfers is more than 20, the portion of contention
requests becomes significant. Thus, in this paper we consider
only one-way TCP transfers and a large number of downloading
CMs in DOCSIS networks (otherwise most requests may go by
piggyback, which has been studied in [19]-[22]).

The access delay is an important performance metric for
broadband access networks. Thus the focus of this paper is

Fig. 3. The Markov model considering the backoff mechanism of DOCSIS.

placed on the access delay of packets whose requests are sent
by contention. To estimate the expected value of access delay, a
two-part procedure is taken. In the first part, the probability that a
CM transmits a request in a randomly selected slot is estimated.
In the second part, the expected value of access delay that a
packet experiences is calculated using the probability derived in
the first part. Based on the request access delay, the average round
trip time (RTT) for TCP transmission can also be estimated.

III. THE PROBABILITY OF A CM SENDING A REQUEST IN A
RANDOMLY SELECTED MINISLOT

In this section, a model is developed in steps to estimate the
probability of a CM transmitting a request in a randomly se-
lected minislot, i.e., 7.

A. Base Model

We first develop a discrete-time Markov chain model con-
sidering the truncated binary exponential backoff mechanism in
DOCSIS. As shown in Fig. 3, a state transition only takes place
at the end of each contention minislot. The major assumption in
this model is that each CM always contends for the use of the
upstream channel, via a new request or a retry. In other words,
each time a request is successfully transmitted, a new request is
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generated before the next frame starts. Note that the upstream
data queues at each CM are not backlogged (otherwise, requests
are sent via piggyback); we can consider that there is a request
queue at each CM, and the request queues are backlogged.

The state {s(t),b(t)} in this model is defined as follows.
s(t) is the backoff stage of a request packet at time ¢, defined
as the number of collisions the request packet has suffered;
b(t) is the backoff counter at time ¢. When the backoff counter
becomes zero, the request is sent. The transition probabilities
of this model are derived as follows. Let P{i1, k1l|io, ko) =
P{s(t+1) =i1,b(t + 1) = k1|s(t) = i0,b(t) = ko}.

P{0,k|IDLE} = 1/W,,
P{IDLE|i,0} =1 — p,,
Pli,kli —1,0) = pc/Wi,
P{ikli,k+1)=1,
P{IDLE|m,0} =1

ke (0,Wy—1)

i€ (0,m—2)

i€ (1l,m—-1ke (0,W; —1)
i€ (0,m—1ke (0,W; —2)

ey

The first equation in (1) is obtained with the assumption that
after a request has been successfully transmitted, a CM will start
processing the transmission of another request. Thus, the prob-
ability of leaving the IDLE state is one. Since the CM randomly
chooses a backoff value in its backoff window, and the probability
of choosing initial backoff values is uniformly distributed among
the backoff window, the transition probability from the IDLE state
to any states of stage 0 is 1/Wy. Since the collision probability
seen by a transmitting request is p., under the assumption of no
channel errors, the probability of a successful transmissionis 1 —
pe. This gives the second equation. If a collision occurs when a
CMissending arequest, its contention window doubles, andin the
model, the backoff stage is incremented; then it selects a backoff
value in the window. This results in the third equation. The fourth
equation results because the backoff counter decreases by one at
every contention minislot. The fifth is due to the fact that once
the window achieves its maximum value, if the transmission still
fails this time, the request will be aborted. As a result, it returns
to the IDLE state, whether or not the attempt is successful.

The stationary distribution of the Markov chain is defined as
seen in (2) at the bottom of the page.

bix = lim P{s(t) =1,b(t) = k}.

From the transition probabilities in (1) and the fact the sum of
all states is one, we can derive the limiting probability of the
IDLE state as seen in (2) at the bottom of the page.

When the backoff counter decreases to zero, a request is sent.
Hence, the probability of a CM transmitting a request in a ran-

domly selected contention minislot 7 is the summation of the
stationary probabilities of all states whose backoff counter is
zero. That is, 7 = ZZ”:O b; o. Furthermore, in the steady state,
this probability equals the stationary distribution of the IDLE
state. This gives the following equation.

To derive the value of p., another fact is used. Given the prob-
ability of a CM transmitting a request in a randomly selected
contention minislot 7, the probability that a collision occurs to
a transmitting request is that at least one of the other CMs is
transmitting a request within the same minislot. This gives the
following equation

pe=1—(1—7)Nem=1 A3)

Let(2)beT = f1(p.), (3)be p. = g(7), and the inverse of (3) be
T = g*(pc). In the range p. € (0,1), fi(p.) is continuous and
monotonic decreasing and ¢g*(p..) is continuous and monotone
increasing. Moreover, f1(0) > ¢*(0) and f1(1) < g*(1). Thus,
we can conclude that there is a unique solution for a (7, p..) pair,
which can be derived by numerical techniques.

B. DOCSIS Model

The base model focuses on the truncated exponential backoff
mechanism of DOCSIS for minislot contention. Now, we turn to
the effect of MAPs periodically transmitted in the downstream
channel on determining the value of 7. Under the DOCSIS MAC
operation, CMs do not know whether requests have collided or
not immediately after the requests are transmitted. They have
to wait till the next MAP arrives. Thus, the only thing the CM
can do is waiting for three more minislots (i.e., the three gray
minislots) in the contention interval. To model this delay, some
modifications to the base model are made.

Here, weintroduce another counter, called the waiting counter.
This counter counts the number of contention minislots the CM
hasto waitbeforeitcan tell whether or notits requesthas been sent
successfully. We assume that the probability of a request arriving
in a CM is the same at any contention minislot. Thus, the CM
has to wait an additional n,,, minislots for the next MAP to come,
where n,, is arandom variable uniformly distributed in [0, N¢ —
1]. The modified Markov chain model can then be developed, as
shown in Fig. 4. When the backoff counter decreases to 0, the re-
questis sent. Meanwhile, the waiting counter will be initialized to
n., and start to decrement. When the waiting counter also de-
creases to 0, the CM receives the MAP, and it can tell whether
or not the request is successfully received by the CMTS.

The state of this modified model becomes {s(t), b(t), nw(t)}.
In fact, the chain is two-dimensional because i) the waiting
counter will not be initiated until the backoff counter becomes

2(1 - pc)(l - 2pc)

brprLe =

2(1 = pe)(1 = 2pc) + Wo(1 = pe) (1 = (2pe)™) + (1 = 2pc) (1 — pI*)

2(1 - pc)(l — 2pc)

T = Z bio =brpre =

=0

2(1 - pc)(l - 2pc) + WO(l - pc) (1 - (2pc)m> + (1 - 2pc> (1 - p?)

@
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Fig. 4. Modified Markov chain model considering the effect of MAP in DOCSIS.

zero, and ii) when the waiting counter functions, the backoff

counter must be zero. The transition probabilities of this model

are derived as follows.

( P{0,j,z|IDLE}=1/W,,
P{IDLE|i,0,0}=1-p,,
P{ivjv‘ﬂi_l? Ovo)zpc/Wiv
Pli,j,xli, j+1,2)=1,
P{IDLE|m,0,0}=1
P{i,0,k|i,0,k+1)=1,

\ P{4,0,k|:,0,2)=1/Ne¢,

jE(O, W()—l)
i€(0,m—2)
i€(l,m—-1)7€(0,W;—-1)
i€(0,m—1)5€(0,W;—2)

i€(0,m—1)ke (0, Nc—2)
i€(0,m—1)ke (0, Nc—2)

Basically they are the same as those for the base model, ex-
cept the last two equations. The sixth one is the decrement of
the waiting counter, while the last one determines how many
contention minislots the CM has to wait before the next MAP
is received. Note that the notation used here is also the same as
the base model.

With the transition probabilities, the stationary probability of
the IDLE state can be derived as shown in the equations at the
bottom of the page.

C. TCP Model

The DOCSIS model is developed without considering the
upper layer protocol, namely, TCP. Now we consider TCP in our
model. Due to the self-clocking nature of TCP and the one-way
transfer we assume, the upstream request queue is unlikely to be
backlogged. This argument can be easily verified with the fol-
lowing example. Assume that the capacities of the downstream
and upstream channels are set to 26.97 Mbps and 2.56 Mbps,
respectively; the length of an ACK packet is 64 bytes and that
of a data packet is 1024 bytes. When the number of down-
loading CMs is more than 20, the system behaves as in a sym-
metric network, i.e., the asymmetry ratio, defined as the capacity
ratio of downstream to upstream channels times the length ratio
of ACK to data packets, is less than one (i.e., (26.97/2.56) X
(64/1024) = 0.66). This implies that the upstream channel is
not the bottleneck anymore, and the upstream packet buffer is
often empty. We assume the downloading bandwidth is fully
utilized, and every CM shares an equal amount of bandwidth.
Assume that there are 100 downloading CMs, each minislot is

2(1 = pe)(1 — 2p.)

bipLe =

and again, 7 = byprg. Thus,

2(1 — pe)(1 — 2p.)

2(1 - pc)(l - 2pc) + WO(l - pc) (1 - (2pc)m> + (Nc + 2)(1 - 2pc> (1 - p?)

T =

“)

2(1 = pe)(1 = 2pe) + Wo(1 = pe) (1 = (2pe)™) + (Ne + 2)(1 = 2p.) (1 = pi)



CHANG AND LIAO: THE CONTENTION BEHAVIOR OF DOCSIS IN CATV NETWORKS 665

Fig. 5. The Markov model considering the TCP ACK mechanism.

50 ps, and the average length is 146.7 minislots. Thus, the band-
width each CM shares is equal to 27 Mbps/100 = 0.27 Mbps.
The number of packets transmitted on the downstream channel
for each CM in the following time interval can be calculated as
follows:

1) in asec: 0.27 Mbps/1024 bytes = 34.56 (packets/sec);

2) in a minislot: 34.56 (packets/sec) * 50 x 1076 = 1.728 x

103 (packets/minislot);
3)in a frame: 1.728 * 1073 (packets/minislot) =
146.7 (minislots/frame) = 0.25 (packets/frame).
Thus, on the average, each CM receives one packet to be trans-
mitted every 1/0.25 = 4 frames.

From the discussion above, there must be some idle stages
between when the CM knows if the previous request is success-
fully transmitted and when the CM starts sending another re-
quest. The revised Markov chain model is shown in Fig. 5.

The transition probabilities of this model are derived as
follows.

( P{O/.]7x|10}:1/WO/
P{INi—1|Z'7070}:1_pc7
P{L7J,J7|L_170,0):Pc/Wu
P{i,j,x|i, j+1,2)=1,
P{INi_1|m,0,0}=1

JjE(0,Wy—-1)
1€(0,m—2)
i€(l,m—1)j€(0,W;—1)
1€(0,m—1)5€(0,W;-2)

P{i,0,k[i, 0, k+1)=1, ie(0,m—1)ke (0, Nc—2)
P{i,0,k|7,0,2)=1/Ne, 1€(0,m—1)ke (0, Nc—2)
\ P{I}|I}11} =1, le(0,Ni—2)

The transition probabilities of this model are basically the
same as those of the DOCSIS model, except for the last equa-
tion, which corresponds to the decrement of the idle stages. The
problem is how to determine the number of idle stages, V.
Here we estimate the number of stages to be added based on

the data rate of the channel and the number of the CMs down-
loading files. Due to the difficulty to modeling the actual pattern
of ACK generation, we use downstream channel bandwidth and
the number of CMs downloading files to estimate the mean ACK
arrival rate seen by the MAC layer. Thus, the inter-arrival time
of ACK packets is

Liata 1
ACK interval (in slots) = ——2a%

Cd / N CM tms '
where Ly, 1S the size of a data packet (in bits), Cy is the down-
stream channel bandwidth (in bps), Ny is the number of CMs
downloading files, and ¢,, is the time defined as one mini-slot
on the upstream channel (in second).

The interval includes contention and data minislots. Since in
our model transitions only occur at the end of contention min-
islots, we translate the ACK interval into contention minislots
spanning multiple frames (i.e., only counting contention minis-
lots in each frame) as N, = |(ACK interval/Nyrqme) X Ne].
We assume that after a request is successfully transmitted, the
next request will arrive after N; transitions.

If the delayed ACK mechanism is used (i.e., sending one
ACK packet to acknowledge the receipt of d data packets), the
ACK interval will be multiplied by a factor of d. Under the as-
sumption of a fixed frame size, Nf,,me can be estimated as
follows.

Lock
N( X L Cd

dXLdata

R
Cu dXLdata Ca

Nfr(l,m,e = Nc +

where d is the parameter for the delayed ACK policy, Lgqtq 18
the size of a data packet (in bits), L, is the size of an ACK
packet (in bits), C,, is the upstream bandwidth (in bps), Cj is the
downstream bandwidth (in bps), N, is the number of contention
minislots in a frame.
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Fig. 6. An example of MAC operation of DOCSIS.

Note that this equation is based on the delayed ACK mech-
anism. If there is no delayed ACK, the equation for the frame
size becomes

N, x Lock Cy
Laata
Nframe =N.+ tk .
Cu — Lot

data

As a result, given the number of downloading CMs, the idle
stages, N;, can be derived accordingly. The stationary distribu-
tion of state I is then expressed as shown in the equation at the
bottom of the page.

IV. THE EXPECTED ACCESS DELAY OF SENDING A PACKET

In the previous section, we have calculated the probability
that a CM sends a request in a randomly chosen contention min-
islot (i.e., 7), and the collision probability of a request trans-
mitted on the channel (i.e., p.). In this section, we will compute
the mean access delay, T, 4, based on 7 and p..

Fig. 6 shows a typical example of the contention process of
DOCSIS. As stated before, the access delay is the interval be-
tween the time when a packet arrives at the CM and the time
when the CM sends it out. T'ad can be divided into two parts:
arequest access delay (T.q_qq) and a request scheduling delay
(Treq_sch)- Treq_ad is the time between the packet arrival and
the successful transmission of the request. T’.cq_scn is the time
between the successful transmission of the request and the be-
ginning of the data transmission. Here T5.cq_qq and Ty.cq_scn are
two non-overlapping intervals. Thus,

E[Tad] = E[Treq_ad] + E[Treq_sch] (6)

In what follows, we derive both E[Treq qa] and E[Treq scnl,
which together obtain E[Tg4].

access delay (Tad)

—_ae b

A. Treq_ad

Let E[T;.q_qai] be the expectation of request access time of
successful transmission at the i-th try. Thus, the mean request
access time E[T}.¢,_,q] is expressed as follows.

E[Treq_ad]

16
= Z Pi X E[Treq_adi]
i=1

16
=p1 X E[TTeq_a,dl] +p2 X E[TTeq_a,d2] +sz X E[Treq_(l,di]
i=3
1 1
= (l_pc) X <W0+§Nf'rame_ §NC_2
Wo+4N.—1
“ar 1—pe)pe
+ 2Nframe >+( P )p

B,
x {E H%H X N frame+Bog 2 mod N]

c

3 1
=N rame =W 1 c Z !
-i-2 f +2 0— }+E Pe)

B
[

(&

+Z’7 Offk—‘XNframe]+ Nframe"" WO_N}

where p.. is the collision probability in a minislot. Note that p;
and p;, ¢ > 2, are expressed separately to reflect the fact that
the retried requests need to wait till the next contention period.

b _ 2(1 = pe)(1 —2p,)
TPLE = 9N (1= pe)(1 = 2pe) + Wo(1 = pe) (1= (2pe)™) + (Ne + 2)(1 — 2pe)(1 — p)”
Thus
. 2(1 = pe)(1 — 2p.)

&)

2Ni(1 = pe)(1 = 2pe) + Wo(l = pe) (1 = (2pe)™) + (Ne + 2)(1 = 2p.)(1 — p)
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Moreover, B, ¢; is a random variable uniformly distributed in 0.6
[0, 2671 W, — 1]. Taking the expectation of T}.¢;_qa, We have 0.5
0.4 —&— anal(base)

E[Treq_ad]
1 1
:(1_pc) {WO+_Nframe_§Nc
Wy+4N, —
-2
N e 2Nf7‘ame Zp

=2

3 ; 1 ;
X <_Nf7’ame_Nc+WO (212"'5) _212>

Bes] ]
e 023 305 [ 52

ol Bossi|] _ [Wim1|(,_ Ne _ N |Wi-1
N. | N 2W; 2W; | N. ’
Wi-1](,, Ne 1 N [Wi-1
N. oW, Wi 2W;| N. |}’
B. Treq_sch

Next, we derive the expectation of the request scheduling
time, E[T}cq_scn]. Here the First Come First Served (FCFS)
scheduling discipline is assumed by the CMTS. In addition, the
request is assumed to be sent in the ¢-th minislot, and ¢ is uni-
formly distributed in [0, N — 1], as shown in Fig. 7.

For convenience, 1;.cq_sc» can be decomposed into three non-
overlapping intervals, denoted (1)—(3) in Fig. 7. Interval (1) de-
notes the time to the end of the current frame after the request,
say, r has successfully sent in a contention minislot; interval (2)
is the contention minislots of the next frame; interval (3) denotes
the total minislots of Data Grants IEs for all requests arriving at
the CMTS earlier than the request 7 (thus their Data Grant IEs
are arranged in the front of that of request 7). Since these three
intervals are non-overlapping, we can compute the expectation
of each interval separately, as follows.

D Bl(W)]i] = Nframe — i and E[(1)] = N5 (N frame -

i) X (1/Ng).

=
| ——
|
™
=23
_
—_

[
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Fig. 8. Conditional collision probability (p.) versus number of CMs.
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Fig. 9. Access delay versus the number of CMs.

2) E[(2)] = N.
3) Assume that there are k requests successively received by
the CMTS earlier than request r, and the probability of

exactly one CM transmitting in a minislot is ps. Thus,

0 Ci(1 — ps)t -
1 Cips(1 —ps)*~
k= with prob.
7—1 C’L lp; L1 - py)t
Il: Cl Z
Z kck k 1 k
=ps X i X (1 — Ps +ps)i71 = ips
Ne—1 1
E(3)] = 1 s La,(‘, _:_sLa(‘,N(’,_l
(@)= 3 b x L - = goebacs(Ne = 1)
where p; = Noy7(1—7)Ve¥ =1 From (3), we can obtain
=1~ (1—p.)Y/Neu=1) Thus,

pe=New(l=p) (1= (1=p) ™). (®)
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From the expectations of these three intervals, we obtain

E [Treq_sch]

= F [interval(1)] + F [interval(2)] + E [interval(3)]
1

1 1
=N rame =(1 sLaC' Nc i sLac o
f + 2( +p k) 217 kTt 5

1 1
= NfTame + §(Nc + 1) + ENCMLack

(Ve =11 =pe) (1= (1=p) ™) ©)

V. PERFORMANCE EVALUATION

To see how accurate the analytical model is in predicting the
access delay, some simulations using ns-2 are conducted. The
simulation parameters are listed in Table 1.

We first examine the correctness of the models in estimating
the collision probability of a request transmitting on the channel,
pe. In this simulation, we vary the number of CMs performing
TCP transfers from 0 to 200. The result is plotted as the dashed
curve in Fig. 8. We find that the collision probability p, increases
with an increase in the number of CMs, which fits our intuition.
The solid curves are plotted from the analysis model. The curve
with anal(d = 1) is the one taking TCP ACK intervals into
account, and the curve with anal(d=2) is the one with delayed
ACK (i.e., sending an ACK on receipt of every two packets).
For reference, we also plot the first two models, i.e., the base
and DOCSIS models. Recall that in Fig. 2, when there are few
CMs in the system (i.e., less than 20 in this example), the proba-
bility that a request is sent via contention is small (i.e., less than
2% in this example). Most requests in this portion are sent via
piggyback, which has been studied in [18]-[20]. Therefore, we
are only interested in large number of active CMs doing TCP
transfers (20 CMs in this example). The curves anal(d = 1)
and anal(d = 2) provide the upper and lower bounds, respec-
tively, for the simulation results. This is reasonable because in
the simulation, the delayed ACK factor (i.e., d) is a fixed value,
while in the simulation, it may be changed depending on the ac-
tual situation.

Then we compare the analytical access delay with simula-
tion. Again, the dashed curve is from the simulation, and the
solid ones are from the analysis. Fig. 9 shows that the curves of
anal(d = 1) and anal(d = 2) provide the two bounds for the
simulation result. Fig. 10 depicts the decomposition of the ac-
cess delay from the analysis and the simulation. We see that the
request scheduling delay, T;.cq_scn, has a more significant effect
on the access delay.

VI. CONCLUSION

In this paper, we have provided an in-depth analytical study
on the contention aspect of DOCSIS in HFC networks. In partic-
ular, an analytical model is developed to estimate the mean ac-
cess delay of the contention mechanism for TCP transmissions
in DOCSIS. The analytical model is comprised of two parts.
We first calculate the probability that a CM sends a request in a
randomly selected contention minislot. We then derive the ex-
pected access delay based on the probability developed in the
first part. The analytical model is verified via simulation. The
results show that our model can accurately provide bounds for
the simulation results. Finally, we also observe the average RTT
for TCP transmissions. In the system of interest, the upstream
channel is no longer the bottleneck. The average RTT is mainly
determined by the downstream queuing delay.

This work is a follow-up work of our study in [19]-[22]. The
focus of this series of studies is on data service over “TCP”
in DOCSIS networks, i.e., the impact of DOCSIS on the TCP
performance, via contention and piggyback. In the future, we
will further discuss the effect of channel error rates on the per-
formance of TCP in DOCSIS. We will then shift our focus to
multimedia service and investigate the impact of DOCSIS on
TCP-friendly UDP congestion control mechanisms.
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