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ABSTRACT

Ethernet technology is rapidly gaining impor-
tance as it becomes a dominant solution for a
converged transport network. Ethernet OAM
features defined in standards provide a means of
performance improvement to meet carrier-class
transport network requirements. This article out-
lines Ethernet OAM functions and mechanisms,
and explains how its performance monitoring
schemes work. In addition, this article introduces
open issues and their potential solutions in the
performance monitoring of Ethernet OAM for
the next phase of standardization.

INTRODUCTION

Based on the forecast of exponential growth of
data traffic, which is mainly IP packet traffic,
network operators have built overlay networks
for data transport. The use of overlay networks
is preferred in this early stage to cope with the
demand on data transport, as a new service can
be introduced without affecting legacy infra-
structure. Since there are multiple networks to
run in parallel, this solution results in bigger
capital expenditures (CAPEX) and operational
expenditures (OPEX). To address the issues in
the overla approach, it is generally considered
that the next-generation transport network will
be a pure packet-based network. Ethernet is one
of the strong candidates for the future, because
of its fast data transfer and simple deployment
and, more important, great compatibility with IP
traffic. This powerful and low-cost networking
technology is now gaining strong attention for
applications in the next-generation transport net-
work.

It is widely recognized that operations, admin-
istration, and maintenance (OAM) are impor-
tant in carrier transport networks to ease
network operation, verify network performance,
and deliver availability and reliability objectives
to support the requirements of a service level
agreement (SLA). As Ethernet technology seeks

its way to public carrier transport networks, Eth-

ernet has driven the need for a new and power-

ful set of OAM tools. There are also many other
motivations for the new Ethernet OAM, such as:

* In order to manage and troubleshoot layer
2 Ethernet service, overlaying the IP infra-
structure is a burden.

* Any lower-layer OAM mechanism cannot
act as a substitute for Ethernet OAM. A
new Ethernet OAM can deal only with situ-
ations relevant to Ethernet, the nature of
which is both connectionless and multipoint
connected.

» Ethernet in the first mile (EFM) OAM is
good for single-link connections, but cannot
monitor across Ethernet virtual connections
(EVCs).

* Independent of underlying technologies,
such as native Ethernet, Ethernet over syn-
chronous optical network (SONET), Ether-
net over asynchronous transer mode
(ATM), Ethernet over MPLS, and Ethernet
over resilient packet ring (RPR), end-to-
end Ethernet services have to be monitored
across diverse networks.

e There is strong demand for multipoint-to-
multipoint Ethernet service, which must be
covered in a new Ethernet OAM.

* There is a need to determine availability
and network performance to ensure that
customers are charged properly for sub-
scribed Ethernet services.

Standards bodies like the International
Telecommunication Union — Telecommunica-
tion Standardization Sector (ITU-T), IEEE, and
Metro Ethernet Forum (MEF) have been work-
ing closely to drive consistent recommendations
and standards for Ethernet OAM, and the first
phase of the work is completed in defining Eth-
ernet OAM functions and mechanisms with
efforts in both IEEE 802.1ag under the name
“Connectivity Fault Management” [1] and ITU-
T SG13 under the name “Y.1731 — OAM Func-
tions and Mechanisms for Ethernet Based
Networks” [2]. As most of these standards
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B Figure 1. An Ethernet OAM reference model.

mature, a new generation of Ethernet network-
ing is imminently anticipated.

In this article we provide an overview of rele-
vant standards and summarize key protocol
aspects. We mainly focus on the OAM functions
and mechanisms from the ITU-T perspective, as
the functionalities defined by the ITU-T forms a
superset of those in other standards. This article
also introduces open issues and their proposed
solutions in the performance monitoring of Eth-
ernet for the next stage of standardization.

ETHERNET OAM

Ethernet OAM operates with the notion of hier-
archical maintenance domains. In other words,
multiple levels of maintenance domains can be
managed with a single OAM mechanism. The
maintenance domain is called a maintenance
entity group (MEG). According to Y.1731 and
IEEE 802.1ag, a maximum of eight levels are
possible. Figure 1 serves as a reference model to
be used for this article, and shows typical main-
tenance domains in different levels. The boxes
lettered from A to H represent Ethernet switch-
ing equipment. There can be multiple organiza-
tions involved in Ethernet services: customers,
network operators, and service providers. Each
organization, including the customer, can run
Ethernet OAM independently at its own level to
manage and monitor the OAM domains for
which it is responsible. The OAM frames belong-
ing to higher levels are transparently forwarded
by lower-level switches. In this example, node D
in network operator A transparently passes Eth-
ernet OAM frames from the customer (node
A-node H) and service provider (node B-node
G), and the customer never sees the network
operator’s Ethernet OAM frames.

Ethernet OAM has two main features: fault
management and performance monitoring. Fault
management allows detection, verification, local-
ization, and notification of different defect con-
ditions. The performance monitoring allows
measurement of different performance parame-
ters, such as loss, delay, and jitter. Table 1 sum-

marizes the OAM functionalities provided by
ITU-T Y.1731 and IEEE 802.1ag. Mechanisms
supported by IEEE 802.1ag include continuity
check (CC), loopback (LB), link trace (LT), and
remote defect indication (RDI, embedded in
continuity check message [CCM]). ITU-T Y.1731
supports a rich set of OAM functions as listed in
Table 1.

FAULT MANAGEMENT

CCM is arguably the most important of the
OAM messages defined in both Y.1731 and
802.1ag. CCM is defined as a proactive OAM
message, which means that once started it is
automatically generated at a configured rate,
while other messages are on demand. The trans-
mission period ranges from 3.33 ms to 10 min.
The CCM enables detection of loss of continuity
between the endpoints in an OAM domain,
called MEG endpoints (MEPs). An MEP
declares a loss of continuity when it does not
receive the expected CCM for 3.5 times the con-
figured transmission period. The loss of continu-
ity indicates a fabric or link failure between two
endpoints in point-to-point connection. CCM
also performs various other defect and perfor-
mance monitoring activities, such as detection of
unintended connections between MEPs, RDI,
and frame loss measurement.

Similar to ping in IP networks, LB is used to
verify bidirectional connectivity to a particular
MEG intermediate point (MIP) or MEP. After
an LB request message (LBM) is sent on
demand, an LB reply (LBR) is expected to be
received within 5 s. If not, the connectivity to the
peer cannot be verified. LBM/LBR can optional-
ly carry test patterns for various diagnostic tests,
such as verifying bandwidth throughput and
detecting bit errors. The purpose of the test sig-
nal (TST) is the same as that of LB, but the TST
function is used to perform one-way diagnostic
tests.

LT function can be used to identify the path
between two OAM entities. This is similar to
traceroute in IP. Especially within a multipoint-
to-multipoint connectivity environment like E-
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LAN, LT is quite a useful tool to retrieve the
adjacency relationship between an MEP and a
remote MEP or MIP.

Alarm indication signal (AIS) messages are
used to suppress alarms at client layers from
defects discovered at server layers. When an
MEDP detects a connectivity failure at a level, it
starts transmitting periodic AIS frames in the
direction away from the detected failure at the
next higher level. For example, in Fig. 1, when
the MEP for the “connection in operator
domain” level in node D detects the loss of con-
tinuity in the direction from node B to node D,
node D transmits AIS frames at the “EVC in
provider domain” level in the direction to node
G. As node G receives AIS from node D, it also
generates AIS for node H. Due to independent
restoration capabilities provided within the
Spanning Tree Protocol (STP), AIS is not
applied in STP environments, as STP has its own
mechanism for this purpose.

The locked signal (LCK) message is used to
inform MEPs of intentional diagnostic actions,
enabling client MEPs to differentiate between a
defect condition and an administrative locking
action at the server layer MEP.

Automatic protection switching (APS) is used
to control linear protection switching operations.
Two disjointed transport entities (e.g., two dif-
ferent VLAN IDs) are used as working and pro-
tection transport entities. Being a 1-phase APS
protocol, Ethernet linear protection switching
requires only a single information exchange
between two MEPs to complete a protection
switching. Therefore, faster switching time can
be achieved than two- or three-phase APS pro-
tocols. Three protection switching architectures
are supported: 1+1 unidirectional, 1+1 bidirec-
tional and 1:1 bidirectional. In unidirectional
protection switching, each direction is switched
independently. As for bidirectional protection
switching, a failure in one direction causes pro-
tection switching on both directions. In the case
of 1+1 uni-/bidirectional protection switching,
one MEP duplicates data frames and sends
through both working and protection transport
entities. 1:1 bidirectional protection switching
allows only one transport entity to deliver data
frames. At the other MEP, data frames from
only one transport entity are selected in any
cases. Revertive and non-revertive operations
are also defined. Ethernet linear protection
switching is detailed in ITU-T G.8031 [3]

The maintenance communication channel
(MCC) provides a communication channel
between a pair of MEPs in order to make remote
maintenance possible. Experimental OAM is for
trying out new OAM functionality within an
administrative domain on a temporary basis.
Vendor-specific OAM is used for vendor-specific
OAM functionality and may be used by a vendor
across its equipment.

PERFORMANCE MONITORING

The current Recommendation Y.1731 specifies
four performance parameters: frame loss ratio,
frame delay, frame delay variation, and through-
put. Frame loss ratio is the ratio of the number
of service frames not delivered divided by the
total number of service frames during a given

Function OAM ITU-T IEEE
message Y.1731 802.1ag
Continuity check cCcM Yes Yes
Loopback LBM-LBR Yes Yes
Link trace LTM-LTR Yes Yes
Alarm indication signal AlS Yes No
Remote defect indication CCM Yes Yes
Lock signal LCK Yes No
Test signal TST Yes No
Automatic protection switching APS Yes No
Maintenance communication channel MCC Yes No
Experimental OAM EXM-EXR Yes No
Vendor-specific OAM VSM-VSR Yes No
Frame loss measurement: dual-ended CcCcM Yes No
Frame loss measurement: single-ended LMM-LMR Yes No
Frame delay measurement: one-way 1DM Yes No
Frame delay measurement: two-way DMM-DMR Yes No
Throughput measurement LBM-LBR or TST ~ Yes No

H Table 1. Ethernet OAM functions provided by ITU-T Y.1731 and IEEE

802.1ag.

time interval. The method to measure the num-
ber of lost frames is described later in this sec-
tion. Frame delay is measured with either a
1DM message for one-way delay measurement
or DMM-DMR messages for two-way delay
measurement, and frame delay variation is calcu-
lated from the values obtained by frame delay
measurement. Throughput is defined as the
maximum rate at which no frame is dropped,
and its measurement can be performed with
LBM-LBR or TST messages.

Frame loss measurement can be performed in
two ways: dual-ended and single-ended. Dual-
ended frame loss measurement utilizes CCM
frames, and is used as proactive OAM. For the
single-ended frame loss measurement, LMM-
LMR frames are used, and the measurement is
performed on demand. The mechanisms for
both measurement schemes are similar; we
explain the dual-ended frame loss measurement
scheme. For the dual-ended frame loss measure-
ment in the case of point-to-point ME, each of
two peering MEPs maintains two local counters:
TxFCI (for in-profile data frames transmitted
toward a peer MEP) and RxFCl (counter for in-
profile data frames received from a peer MEP).
Each of two peering MEPs periodically transmits
CCM frames with the following information
related to frame loss measurement:
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e TxFCf: Value of TxFClI at the time of CCM
frame transmission
* RxFCb: Value of RxFCI at the time of the
last CCM frame reception
* TxFCb: Value of TxFCf in the last received
CCM frame
Each MEP independently calculates the num-
ber of lost frames in both directions between two
consecutive arrivals of CCM frames, say at 7,
(the reception time of the previous frame) and ¢,
(the reception time of the current frame). The
frame losses in the direction away from the cal-
culating MEP (far-end) and in the direction
toward the calculating MEP (near-end) are
expressed as

Frame LosSgyrend = | TXFCD[t.] — TXFCb[1,] |
— |RxFCb[t.] - RXFCb[t,]|

and

Frame LosSpear.end = | TXFCH[z] - TXFCA[z,] |
— |RxFCl[t,] — RxFCI[t,]|, respectively.

There are two ways defined to measure the
frame delay performance: one-way and two-way.
In one-way frame delay measurement, an MEP
sends the one-way frame delay measurement
(1IDM) frame with timestamp, and its peering
MEP calculates the delay of the 1DM frame
based on the timestamp value of the frame and
the time at reception of the 1DM frame. In this
case the clocks of two MEPs should be synchro-
nized. Without clock synchronization, only frame
delay variation measurement can be obtained.
Two-way frame delay measurement uses the
frame delay measurement request (DMM) and
frame delay measurement reply (DMR) frames.
An MEP transmits the DMM frame with time-
stamp, whose value reflects the time at transmis-
sion of the DMM frame. When the DMM frame
is arrived at peer MEP, a DMR frame is gener-
ated with the timestamp value in the DMM
frame, and transmitted back to the origin of the
DMM frame. The origin of the DMM frame
then calculates round-trip frame delay. Optional-
ly, two additional timestamps can be used to
take into account the processing time at the
receiver of the DMM: timestamp at the time of
receiving the DMM frame and timestamp at the
time of transmitting the DMR frame. In any
case, two-way ETH-DM measurement just pro-
duces round-trip delay.

RELATIONSHIP WITH OTHER OAMS

Generally speaking, two approaches are consid-
ered when two different OAM mechanisms have
to operate together for end-to-end OAM service:
interworking and layering. In the interworking
approach, the OAM service is transported via the
interworking function between two peering net-
works. The layering approach allows lower-layer
networks transport end-to-end OAM frames
transparently. The OAM mechanisms for trans-
porting end-to-end layer 2 (e.g., ATM) traffic
using multiprotocol label switching (MPLS) net-
works is presented in [4].

As for the interworking approach, the OAM
service interworking between Ethernet and other
networks needs to be defined. This involves the

conversion of information between Ethernet
OAM frames and other OAM packets, and spe-
cific processing for each OAM function inter-
working. The OAM interworking between
Ethernet and MPLS, and with transport MPLS
(T-MPLS) is described in [5, 6]. In [7] the
authors describe the interworking between Eth-
ernet OAM and EFM OAM as well as the prin-
ciples of Ethernet OAM from the IEEE 802.1ag
perspective.

As end-to-end Ethernet services can be pro-
vided over various underlying technologies,
including SDH, RPR, MPLS, T-MPLS, and
ATM, Ethernet OAM functions can operate
independently with the OAM functions of those
lower-layer networks. For example, Ethernet
OAM frames are carried end-to-end, and trans-
ported transparently by an MPLS network.
When a defect arises in the lower-layer network,
the Ethernet layer needs to be notified to recog-
nize the defect and suppress unnecessary alarms.
Also, if protection switching functions are
enabled for both layers, coordination is needed
to let the lower layer act on the failure first.
When the lower layer fails to recover within the
holdoff time, the Ethernet layer can execute its
protection switching function.

UPCOMING ETHERNET OAM
ENHANCEMENTS

To enhance and modify the first version of Eth-
ernet OAM (i.e., the current approved Y.1731),
several issues are identified for future work. It
has been agreed to include the following items
in the next version:

* The behavior of LCK is modified to trans-
mit an LCK signal in the directions toward
as well as away from its peer MEP.

* CCM and APS frames are counted by two
local frame counters in an MEP under some
conditions.

* ITU-T SG15 Q9 is currently developing a
recommendation for Ethernet ring protec-
tion, G.8032, which defines the APS proto-
col and protection switching mechanisms
for Ethernet ring or interconnected rings
topology. To support the ring-specific APS
channel, a new Ethernet OAM message,
called R-APS, will be defined.

* Some clarifications are made to the text.

Other than those items, there are two major
study items. The study items are frame loss mea-
surement of multicast related service and priori-
ty-based one-way delay measurement. The
content of these items were presented at the
most recent ITU-T meeting. Attendees agreed
on studying these items and collecting feedback
from network providers and other standards
organizations. In this section we provide detailed
information on the two study items, especially
their motivations and basic mechanisms.

FRAME LOSS MEEASUREMENT FOR
MULTICAST SERVICE

Initially, studying multipoint-to-multipoint mea-
surement was agreed on. After investigating the
mechanisms for multipoint-to-multipoint frame
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loss measurement, it was felt that a feasible solu-
tion for multipoint-to-multipoint may not be
available. There is no obvious way for an ingress
MEP to determine from which egress MEP a
data frame will leave, or for an egress MEP to
determine into which ingress MEP a data frame
entered. Frame loss measurement for multicast
service traffic is proposed as a complementary
solution of multipoint-to-multipoint measure-
ment.

With the popularity of video distribution and
other one-to-many applications, multicast Ether-
net service is expected to grow dramatically.
Since frame loss affects the quality of the video
significantly, providers or operators need to
measure frame loss performance for a specific
multicast service. OAM directly impacts a
provider’s ability to maintain high SLA for a
particular premium multicast service.

Consider a multipoint network in Fig. 2. The
multicast service traffic that needs to be moni-
tored flows into the provider network via net-
work element A. The multicast service traffic is
delivered to network elements B, D, and F in
this example. However, the egress network ele-
ments for multicast traffic change over time, and
an egress network element depends on the
dynamics of a subscriber’s join/leave actions. The
ingress MEP at (A, G) maintains one local
counter for each multicast service being moni-
tored: TxFCI (for a specific multicast service
data frame transmitted toward the egress MEPs).
In the meantime, each of all other MEPs — (K,
F), (L, E), (L, D), (H, B), and (H, C) in the fig-
ure — maintains one local counter for each mul-
ticast service being monitored: RxFCl (for a
specific multicast service data frame received
from the ingress MEP of the multicast service).
An ingress service frame is duplicated at net-
work elements I and J, which are placed in the
core of the provider’s network. With the multi-
cast service traffic flow depicted in Fig. 2, only
the values of the counters at (B, H), (D, L), and
(K, F) points would be increased.

The ingress MEP periodically transmits mul-
tipoint frame loss measurement request (say,
mLMM) frames to all the other MEPs in its
MEG with the following information elements:

* Multicast service ID: ID of the multicast
service that needs to be monitored. An
example of this value is the IP address (or
medium access control [MAC] address) of
the multicast group being monitored.

* TxFCf: Value of the local counter TxFCI
for a specific multicast service data frame at
the time of mLMM frame transmission.
When an mLMM frame is received by an

MEP and the receiving MEP is engaged in sub-

scribing the multicast service specified in the

multicast service ID of the received mLMM

frame, a multipoint frame loss measurement

reply (say, mLMR) frame is generated and trans-
mitted to the requesting MEP. An mLMR frame
contains the following values:

* Multicast service ID: ID of the multicast
service being monitored

e TxFCf: Value of TxFCf copied from the
mLMM frame

* RxFCf: Value of the local counter RxFCI at
the time of mLMM frame reception

Provider network
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B Figure 2. Multicast service in a multipoint network.

When an mLMM frame is received by an
MEP but the receiving MEP is not engaged in
subscribing to the multicast service specified in
multicast service ID of the received mLMM
frame, the receiving MEP silently discards the
mLMM frame and does not generate any reply
frame.

After two consecutive transactions, the MEP
receiving mLMR frames (received at ¢, and ¢.)
uses the values of TxFCf and RxFCf fields to
make far-end loss measurement for the egress
MEP.

When multiple egress MEPs are active on the
multicast service, the same number of far-end
frame loss values will be obtained. Even though
the join/leave actions of subscribers are sponta-
neous, the scheme presented above does not
have to know which network elements are par-
ticipating in subscription at the time the moni-
toring is performed. It should also be noted that
in the presented scheme an ingress network ele-
ment is assumed to be known, but with two local
counters at each network element this assump-
tion can be relaxed.

PRIORITY-BASED ONE-WAY ETHERNET FRAME
DELAY MEASUREMENT

The one-way Ethernet frame delay measurement
scheme in the current Y.1731 [2] cannot be uti-
lized to obtain frame delay when the clocks
between two MEPs are not synchronized. As for
two-way Ethernet frame delay measurement, the
mechanism in the current Y.1731 provides
round-trip delay only. However, most Internet
applications are client-server whose traffic distri-
bution is usually asymmetric; thus, the round-trip
delay does not show us the exact delay perfor-
mance in a real network.

The service classes of an Ethernet service
network are categorized based on the value of
the priority field in Ethernet frames. With differ-
ent priority values of service frames, the switches
in the network apply different buffering and
scheduling policies for the frames. The highest

IEEE Communications Magazine * March 2008

101




Ethernet network

Queuing dglay
Highest priority class OAM frame fc?ar::gfkﬂp#gmg

Target priority class OAM frame

M Figure 3. High-level overview of priority-based one-way frame delay measure-
ment scheme.

priority class is used for network control, which
requires the best buffering and scheduling treat-
ment. The resource for the highest priority class
traffic is tightly controlled and served in strict
priority scheduling in each node. User traffic is
transmitted in a lower priority class than net-
work control traffic based on the quality of ser-
vice (QoS) requirement of the service.

End-to-end delay consists of three parts:
¢ Propagation delay, Dp
e Frame processing delay, Dgp
* Queueing delay, Dy
Dp is proportionally increased as the distance
between source and destination increases, and
Dpp is almost constant in a node because frame
processing is implemented in high-performance
hardware

The same Dgp and Dp values are applied to
all frames that traverse the same path, regardless
of the priority level of each frame. The only part
that varies with priority level and network condi-
tion is Dg. Therefore, delay performance moni-
toring can be done by observing D, values.

Figure 3 shows the concept of the priority-
based one-way frame delay measurement scheme.
The one-way delay measurement scheme utilizes
a pair of OAM frames, which are encapsulated in
two different priorities: the highest priority and
the priority being monitored (target priority).
They are transmitted from an MEP to a peer
MEP back-to-back. The frame delay perfor-
mance is determined by the interarrival time of
the two frames. The traffic condition of the net-
work and the behavior of the nodes along the
path cause the delay difference between the pair
pf OAM frames as they are treated differently
depending on their priority levels. When the
highest priority class traffic is managed to experi-
ence no congestion, the delay of the highest pri-
ority class frame is approximated as Dp + Dpp.
The interarrival time between the highest priority
class and the target priority class OAM frames
captures the queuing delay, Dy, of the target pri-
ority class packet. Therefore the approximate
delay for each class is as follows:

Delay for the highest priority class = Dp + Dpp
Delay for the target priority class = Dp + Dpp +
Do

The Dp + Dpp value can be obtained by
offline/out-of-service measurement of the round-
trip delay of the highest priority class frames.

Numerical investigation shows that the inter-
arrival time of the pair of OAM frames reflects
the performance of the delay of the target prior-
ity class as long as we keep the delay of the high-
est priority class traffic constant. The
measurement becomes more accurate as the
traffic load increases [8, 9].

The presented scheme can measure one-way
end-to-end delay accurately without the clock
synchronization between two MEPs under the
following two assumptions:

* The path between two MEPs is fixed.
* The network is managed so that the highest
priority class traffic is not congested.

Generally speaking, a path between two
nodes in data networks is not fixed, but can
change over time as the network topology
changes. However, the network that utlizes
Y.1731 OAM is more of a carrier type of trans-
port network, which is well managed and tightly
controlled by a network operator. Even the pro-
tection scheme to achieve prompt restoration
(e.g., 50 ms restoration time limit) needs both
working and protection paths predetermined and
fixed. As far as Y.1731 is concerned, the first
assumption can be a certainty. It is not difficult
to regard the second assumption as a certainty,
as network operators normally assign the highest
priority class to their internal network
control/management task traffic. Even when the
traffic volume is high due to either normal user
traffic surge or malicious denial of service
attacks, network operators want their internal
network control traffic to get through without
any delay.

CONCLUSION

We envision that these newly added OAM fea-
tures will potentially constitute the key technolo-
gies for a carrier Ethernet transport networking
because of capabilities of up to 10 Gb/s capacity
with dense wavelength-division multiplexing
(DWDM) system interface compatibility,
SONET/SDH-level OAM and protection, WAN-
level scalability, broad vertical network protocol
compatibility, and broad horizontal protocol
adaptability. A carrier Ethernet transport net-
work will not only be a cost-effective data net-
working infrastructure, but also the most
efficient technology for high performance net-
work services with end-to-end QoS provisioning
and OAM capability.

Ethernet OAM is anticipated to play an
important role in defining OAM for other pack-
et transport layer networks. The functions and
mechanisms of the newly consented Y.1373 T-
MPLS OAM are almost the same as those in
Y.1731 Ethernet OAM. The linear protection
switching for T-MPLS is very similar to Ethernet
protection switching, and even their state transi-
tion tables are identical. IEEE provider back-
bone bridging — traffic engineering (PBB-TE) is
looking to use the Ethernet OAM currently
under discussion.

Recently many mechanisms have been intro-
duced to monitor network performance and
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maximize network utilization. However, most of
them assume every node in the network con-
tributes to monitoring the performance of the
network [10]. All the nodes along the path pro-
cess and update probing packets from the
ingress. This approach increases the processing
load if the number of measured paths increases.
On the other hand, Ethernet OAM assumes that
only the ingress and egress nodes are involved in
performance monitoring, and transit nodes just
forward OAM frames in the same way as data
frames. This path level OAM approach gains
attention because it provides a unified OAM
structure across circuit and packet switching.
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