CARRIER SCALE ETHERNET

Scaling Provider Ethernet

Paul Bottorff, Nortel

Panagiotis Saltsidis, Ericsson

ABSTRACT

We provide an overview of the IEEE provider
backbone bridging standard and its associated
traffic engineering standard. Furthermore, we
relate these to the supporting work of the IEEE
802.1 committee.

INTRODUCTION

Ethernet and Ethernet bridging are rapidly
becoming the technologies of choice for provider
access and aggregation networks [1], and are
viable as the provider core network of the future.
This achievement stems from the intrinsic char-
acteristics which are driven by the maturity of the
technology and a high level of standardization:
fast, simple, inexpensive, easy to manage, and
backward compatible. In particular, the IEEE
802.1ad (provider bridges or PB) [2], the recently
completed IEEE 802.1ah (provider backbone
bridges or PBB) [3], and the IEEE 802.1ag (con-
nectivity fault management or CFM) [4] stan-
dards have addressed the issues of creating
provider services using Ethernet infrastructure,
scaling Ethernet networks, and managing faults
of Ethernet services. These Ethernet bridging
technologies have provided the tools for building
large provider Ethernet bridged networks while
offering provider-customer independence and
fault management. These standards, however,
have not addressed the problem of providing
traffic engineering capabilities and related rapid
protection against failure. This is being addressed
by the IEEE 802.1Qay (PBB traffic engineering
or PBB-TE) [5] standard project, which is
described in this article.

Provider bridge is the first bridging technology
standardized by IEEE for provider applications.
It solves two problems presented by the applica-
tion of enterprise 802.1Q [6] bridges to provider
networks. The first problem is separating the cus-
tomer virtual LAN (VLAN) space from the
provider VLAN space, and the second problem
is allowing the provider the ability to multiplex
many customer VLANSs on a single provider
VLAN. To address these problems a provider
bridge supports the creation of service VLANSs
(S-VLANS) within an independent VLAN space
controlled by the provider and used to carry cus-
tomer VLANs (C-VLANS) [7, §].

Provider backbone bridges were developed to
address three problems with scaling of provider
bridged networks (PBNs) [7]. The first problem

is that a single PBN is only capable of support-
ing 4094 provider services. This limits the utility
of isolated PBNs to small-scale deployments and
access network applications, since they cannot
provide enough services to support an entire
metro or wide area backbone. PBB solved this
problem by creating a provider backbone bridged
network (PBBN) capable of connecting many
PBNs and allowing identification of 16,776,959
provider service instances. The second problem
is that PBNs do not separate the provider and
customer address spaces. This problem limits the
scaling of the PBN because the provider network
must learn all the customer addresses that are
associated with multipoint services in the
provider’s core bridges, resulting in the core
state growing in proportion to the size of the
customer networks rather than the size of the
provider network. PBB solved this problem by
encapsulating all service frames in a new frame
that uses addresses internal to the PBBN. In this
way only the edge bridges of the PBBN need to
learn customer addresses. Many customer
addresses are then carried using a much smaller
number of backbone addresses. The third prob-
lem not addressed by PB is the separation of the
service from the transport identifier. In the PB
case the S-VLAN identifies both the service and
the path used within the provider network to
transport the service. The lack of separation
between service and transport identifiers limits
the scaling of the network, since it forces the
network core to retain state for each service
rather than limiting the core state by aggregating
many services into a single transport channel.
PBB solved this problem by having separate tags
for service identification and VLAN identifica-
tion. The service tag is only used at the edges of
the PBBN to identify the service, while the core
of the PBBN only uses a backbone VLAN to
identify the path through the network. This
allows many services to be multiplexed on a sin-
gle backbone VLAN.

Connectivity fault management (CFM, IEEE
802.1ag) [4] was developed to address the issue
of detecting, verifying, and isolating faults in
bridged Ethernet networks. CFM also supports
scaling of a network by allowing fault detection
and isolation within hierarchies of multiple
autonomies and technologies. The interconnec-
tion of these networks may result in faults that
are not visible within the individual networks,
but can be detected by running CFM over the
entire network.
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Provider backbone bridge traffic engineering
(PBB-TE, IEEE 802.1Qay) [5] further enhances
the PBN and PBBN hierarchy with support for traf-
fic engineered paths called Ethernet switched paths
(ESPs) and support for 1:1 protection switching.
PBB provided network scaling, however, retained
the control methodology of 802.1Q bridges that
offers only limited control over the routing of traffic
by the manipulation of Multiple Spanning Tree
Protocol (MSTP) cost parameters. In addition, the
MSTP control plane supported by PB and PBB
does not easily provide 50 ms protection, which is
required in some provider applications. Further-
more, MSTP does not provide constant monitoring
of alternate paths to provide assurance that, given a
failure, it is possible to recover to a route that will
provide an equivalent quality of service (QoS). The
PBB-TE technology provides enhancements to
PBB allowing traffic engineered point-to-point and
point-to-multipoint paths within the PBB core. It
also provides 1:1 protection switched paths.

PROVIDER BACKBONE BRIDGED
NETWORK PRINCIPLES

Provider backbone bridged networks allow scal-
ing of PBNs. Each PBBN may connect many
PBNs, creating a hierarchy of provider networks
with the PBNs serving as the access networks
and the PBBN forming the core network. This
bridge hierarchy may be further extended by
using multidomain PBBNs. The scale of the
resulting network is theoretically limited by the
MAC address space, which limits the network to
246 globally addressed nodes.

A PBBN provides many features to support
carrier grade Ethernet, including:

* Support for 16,776,959 service instances per
PBBN domain
* Extension to multiple domains using peer
interfaces
* Extension to multiple domains using hierar-
chical interfaces

* Separation of carrier and customer address
spaces

 Separation of service identification and net-
work forwarding mechanisms

e Separation of service creation components
and network transport components

¢ Support for extended CFM

A single PBBN is composed of two different
bridge types called backbone edge bridges (BEBs)
and backbone core bridges (BCBs). As can be
seen from Fig. 1, the BEBs are located at the edge
of the PBBNSs. This ring of edge bridges performs
encapsulation of service frames delivered to the
PBBN from the attached networks, forwarding of
these frames onto the core of BCBs, and de-
encapsulation of service frames for delivery to the
attached networks. Within the core of the PBBN,
encapsulated service frames are carried on provi-
sioned backbone service instances (BSIs) within B-
VLANS. The BSIs, which are completely within
the provider network, may be point-to-point, mul-
tipoint, or point-to-multipoint virtual networks.

A PBBN can carry traffic from a variety of
attached network types. The standard supports
direct attachment to PBN, as illustrated in Fig. 1,
interface D1. It is also possible for a PBBN to

M Figure 1. Example PBBN.

attach to an enterprise network by using a port-
based interface or adding an IEEE 802.1ad adap-
tation layer between the PBBN and the enterprise
bridged network. In addition, it is possible to use
the PBBN to transport other multiprotocol ser-
vices (Fig. 1, interfaces D2 and D3).

A PBBN may be extended by joining together
multiple PBBNSs to create a multidomain PBBN.
Two types of interfaces are supported by 802.1ah
for multidomain PBBNs. The first is called a hier-
archal interface. This creates a hierarchy of PBBNs
where each additional PBBN layer performs an
additional encapsulation. Hierarchal encapsulation
may be extended up to the maximum frame size
allowed by the network. These successive encapsu-
lations provide a multiplexing hierarchy. Each
layer of this hierarchy multiplies the maximum
number of provider services that could be carried
by 16,776,959 since each of the PBBNs of the
lower level is treated as a PBN by the next level,
which introduces a completely new set of
16,776,959 service identifiers. A single PBBN may
carry about 224 services, two levels may carry
about 248, and three levels allow about 272 services
(exceeding the IEEE medium access control
[MAC] address limit of 246 independent nodes).

A PBBN may also be extended to a multido-
main network using the peer interface as specified
by 802.1ah. The peer interface allows the connec-
tion of two PBBNs without increasing the encap-
sulation level. When two PBBNs are connected
by a peer interface, the service instances that are
extended between the PBBNs are mapped by the
interface into the other network. The scaling of
peer connected networks comes from locality of
some service instances. In a peer connected net-
work with two PBBNSs, the total number of ser-
vices is 2 x 16,776,959 — the number of services
that extend over both networks. So, for instance,
if only one service crosses the peer connection,
the total number of services possible is 33,553,917.

BAasic PBBN OPERATION

A service frame passing from a PBN through a
PBBN and back to another PBN is carried by an
S-VLAN, which the PBBN extends between the
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M Figure 2. PBBN functions.

two PBNs using a BSI (Fig. 2). For instance, S-
VLANj, is extended from PBN 1 to PBN 2 by
the PBBN. In PBN 1 S-VLAN; is identified by
S-VIDyy, while it is identified by S-VIDy, in
PBN 2. As a service frame on S-VLAN, enters
BEB 1, the frame is encapsulated. The encapsu-
lation adds new source and destination MAC
addresses (the backbone destination address [B-
DA] and backbone source address [B-SA]), a
service instance tag called an I-TAG, and a new
S-VLAN Tag called a B-TAG, which is indepen-
dent from and in addition to any S-VLAN tag
used by the PBN networks.

The B-DA and B-SA added by the BEB are
MAC addresses within the PBBN that identify
the source and destination within the PBBN. For
instance, the service frame entering BEB 1 on S-
VLAN, will be encapsulated with a B-SA identi-
fying a port on BEB 1 where the frame was
encapsulated. The B-DA for the same frame will
identify a port in BEB 2. The B-DA address is
determined in BEB 1 by a learned association
between the service frame’s DA with a B-DA.

The BEB also adds a tag used to identify
the service at the edges of the PBBN. This tag
is the I-TAG. The I-TAG contains a 24-bit ser-
vice ID (I-SID), a 3-bit priority code point (I-
PCP) field, 1 bit of drop eligible indicator
(I-DEI), and a customer SA (C-SA) and cus-
tomer DA (C-DA) field. The I-SID is a provi-
sioned value identifying the S-VLAN within
the PBBN. The C-DA and C-SA carry the DA

and SA fields of the service frame. The PCP
and DEI fields are taken from the service
frame, and carry the PCP and DEI of the ser-
vice frame over the PBBN.

The B-TAG added by the BEB identifies a
backbone VLAN (B-VLAN) used to carry the
frame in the core of the PBBN. B-VLANs are
normal S-VLAN:Ss identified by a 4094 B-VID.

All forwarding of frames over the PBBN is
based on the B-VLAN and B-DA. The I-TAG is
used only within the BEBs at the edge of the
network to create the mapping between the
attached S-VLANSs and the PBBN.

To create a standard for PBBNs the IEEE
802.1 committee extended the 802.1Q [1] architec-
tural reference model, abstracting the bridge relay
model (commonly called the “baggy pants” model)
into a logical bridge component. Bridge compo-
nents allowed the IEEE to define a set of building
blocks from which the new provider bridges could
easily be specified. For a description of the 802.1ah
architecture and discussion of the S-VLAN com-
ponent, B-component, and I-component types
used as building blocks for 802.1ah, see [9].

TRAFFIC ENGINEERING
PRINCIPLES FOR PBBNS

The same network that provides traditional LAN
services can be enhanced to provide traffic engi-
neered services. The first step in adding TE
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capabilities to a PBBN is to remove a range of
VIDs from the control of MSTP and assign them
to PBB-TE. A PBB-TE region is formed by the
set of PBBs that allow an external agent control
over the common subset of VIDs assigned to
PBB-TE. A PBB-TE service is then provided at
special interfaces that encapsulate customer
frames onto ESPs, thus allowing the PBBN oper-
ator to offer TE services.

To create a PBB-TE region, the operator
configures a set of VIDs used throughout the
region. A VID belonging to this space is called
an ESP-VID and is associated with a special
value of the multiple spanning tree identifier,
indicating that this specific VID is not under the
control of a spanning tree protocol.

The allocation of customer frames to BSIs
that are transported by TE service instances is
done at the IB-BEBs (a BEB that contains
one B-component and a non-zero number of
I-components) at the edges of the PBB-TE
region. The B-SAs encapsulating the customer
frames contain the MAC addresses of the cus-
tomer backbone ports (CBPs), which have the
capability to map BSIs to B-VLAN and pro-
vide the termination points for ESPs. The
CBP MAC:s associated with ESPs are called
ESP-MAC:s.

The external agent, which may be either a
management entity or a control plane instance,
provisions the ESPs within a PBB-TE region by
populating the filtering tables of the correspond-
ing BEBs and BCBs on the paths with table
entries for the ESP-MACs and ESP-VIDs.

The ability of a PBB-TE region to utilize an
external management or control plane agent is
facilitated by PBB because the encapsulating
ESP-MAC:s are allocated by the provider and
therefore can all be identified in the provider’s
topology by the external agent.

The external PBB-TE management/control
plane is responsible for maintaining and control-
ling all the topology information to support
point-to-point or point-to-multipoint ESPs over
the PBB-TE region. The PBB-TE topology can
coexist with active topologies associated with
spanning tree protocols.

The agent forms a topology of CBP rooted
trees from each CBP belonging to a PBB-TE
region to a specific subset of any of other CBPs
in this region. These trees define the paths
taken by the frames that belong to ESPs within
the PBB-TE region. Each such tree is further
qualified by the PBB-TE reserved ESP-VID,
which enables the construction of independent
trees per ESP-VID. The agent routes the ESPs
along these trees by explicitly populating the fil-
tering databases (FDBs) in the bridges along a
tree with the static filtering entries containing
the CBP MAC DA and ESP-VIDs. The agent
also manages the bandwidth of all ESPs along
each routing tree. For each destination CBP
that is part of a PBB-TE routing tree, PBB-TE
will maintain tree(s) that provide co-routed
reverse path(s) from the CBP MAC DA to the
CBP MAC SA. The ESP-VID(s) used in this
reverse ESP(s) need not have the same ESP-
VID used for the forward ESP. Accordingly
each of the provisioned ESPs can be identified
by a 3-tuple:

<ESP-MAC DA, ESP-MAC SA, ESP-VID>,

where the three component fields are described

as follows:

* The ESP-MAC SA is the address of the
port encapsulating the customer service
instance, which by configuration is the same
as the address of the internally connected
source CBP on the ESP initiating IB-BEB.

* The ESP-MAC DA identifies the CBP des-
tination address(es).

e The ESP-VID is a VID value distinguishing
among ESPs having the same <destination,
origin> pair. It can only take values that
are allocated to the PBB-TE region.

Key properties of an ESP are that:

* The ESP is identified at all points along its
path by a single identifier <ESP-MAC DA,
ESP-MAC SA, ESP-VID>.

* The information referenced for forwarding
<ESP-MAC DA, ESP-VID> is contained
within the ESP identifier.

* The information referenced for forwarding
<ESP-MAC DA, ESP-VID> does not
change along the length of the ESP.

Two types of TE service instances are
described in the PBB-TE standard:

* A point-to-point (PtP) TE service instance
provided by a pair of co-routed point-to-point
ESPs that have the same endpoints, forming
a bidirectional service and correspondingly by
a pair of 3-tuples: < DAL, SA1, VID1>, <
SA1, DA1, VID2>. The VLAN identifiers
can be the same or different.

e A point-to-multipoint (PtMP) TE service
instance which is provided by one multi-
point ESP plus n unidirectional PtP ESPs,
routed along the leaves of the multicast
ESP and correspondingly by n + 1 3-tuples:
<DA, SA, VID>, <SA, SA1, VIDI1>,
...,<SA, SAn, VIDn>. The DA used by the
root CBP identifies the list of MAC
addresses {SA1, SA2, ..., SAn}.

Although an ESP is identified by the 3-tuple
<ESP-MAC DA, ESP-MAC SA, ESP-VID >,
only the ESP-MAC DA, ESP-VID pair is used
for forwarding decisions. It is possible to treat the
combined (ESP-MAC DA, ESP-VID) field as
though it was a single 59-bit address, where 12
bits are the ESP-VID and 47 bits are the ESP-
MAC DA (allowing for the local reserved bits in
the MAC space). This allows PBB-TE to consider
the ESP-VID field as a path selector to the desti-
nation CBP rather than a B-VID, allowing up to
212 unique routing trees to any single CBP. Figure
3 depicts a PBB-TE region where some example
TE service instances have been configured.

If the ESP-VID range delegated is the full
4094 possible values, each CBP termination can
sink 212 routing trees, and the theoretical net-
work maximum is about 259 ESPs. Thus, PBB-
TE allows scaling to a very large number of
ESPs. The number is constrained by issues relat-
ed to coordinated management, independent
management of groups of nodes or independent
routing choices through parts of the path, limit
through intermediate nodes, and so on.

The following requirements will be met by a
bridge supporting PBB-TE:

* Flooding on the ESP-VID space may result

The same network
that provides
traditional LAN
services can be
enhanced to provide
Traffic Engineered
(TE) services. The first
step in adding TE
capabilities to a
PBBN s to remove a
range of VIDs from
the control of MSTP
and assign them to
PBB-TE.
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in unbounded looping and replication as the
ESP-VID is not associated with a spanning
tree. For this reason, frames associated with
the ESP-VID are discarded when a static fil-
tering entry corresponding to the (ESP-MAC
DA, ESP-VID) is not found in the FDB.

* Where ESPs have been correctly provi-
sioned, learning would not interfere with
the proper operation of bridges, but in the
presence of provisioning errors, learning
may result in undesired behavior. Corre-
spondingly MAC learning is not performed
on receipt of a frame carrying an ESP-VID.

* The active topology for the ESP-VIDs allo-
cated to PBB-TE is no longer controlled by
spanning tree protocols but by an external
agent responsible for setting up the ESPs.

In a network supporting both VLAN (i.e.,
PBB) and ESP (PBB-TE) traffic, the establish-
ment of an ESP and the policing of traffic at the
ingress of the ESP are necessary but not sufficient
conditions to ensure that traffic associated with
an ESP receives the QoS intended by the network
operator. The operator should further ensure that
the priority of VLAN traffic does not exceed that
of ESP traffic, and that sufficient network capaci-
ty is available to accommodate broadcast-
unknown traffic, spanning tree control traffic, and
other traffic associated with VLAN usage.

The static and provisioned nature of an ESP
provides support for TE. These properties of the
ESP, together with policing and queuing func-
tions supported by a bridge, can provide per
ESP QosS.

PROTECTION SWITCHING OF
TRAFFIC ENGINEERED PATHS

PBB-TE provides a scalable end-to-end resiliency
mechanism that offers bidirectional end-to-end
1:1 linear protection capabilities for PtP TE ser-
vice instances in a PBB-TE region. A dedicated
protection PtP TE service instance is established
for one particular working PtP TE service
instance, and the traffic is automatically switched
from the working (primary) TE service instance
to the protection (backup) TE service instance
when a failure occurs on the primary entity. The
protection entity is pre-established, enabling avail-
ability of the resources when a defect is detected
and a corresponding sub-50-ms switchover.

The PBB-TE linear protection scheme can be
configurable to be “revertive” or “non-revertive,”
where traffic reception (and transmission where
applicable) reverts, or not, to the working path
automatically once operations, administraion,
and maintenance (OAM) [4] indicates that the
fault or defect has cleared. It also incorporates
holdoff and wait to restore timers. The holdoff
timer allows the fault to be protected by a lower
layer or upstream protection switching mecha-
nism. This obviously slows the overall recovery
time for a fault within the protection domain.
The wait to restore timer ensures that the per-
formance of the working path is fully restored
before switching back to it. Finally, PBB-TE pro-
vides protection with load sharing, which allows
some of the services to use the working entity
and others to use the protection entity during
periods when both entities are available. In the
presence of a failure, all traffic is moved to the
remaining good TE service instance.

Figure 4 depicts a network where two PtP TE
service instances have been provisioned. The service
instance at the top of the figure consists of two
ESPs each identified by one 3-tuple: <CBP-B,
CBP-A, VID-1> depicted in dark green and <CBP-
A, CBP-B, VID-2> in light green. The service
instance at the bottom consists of two other ESPs
identified by the 3-tuples <CBP-B, CBP-A, VID-
3> and <CBP-A, CBP-B, VID-4> and depicted in
black and gray, respectively. A set of BSIs is assigned
to the protection group consisting of the two TE
service instances, and have TE-1 assigned as their
working TE service instance and TE-2 assigned as
their protecting TE service instance.

In Fig. 4 the VLAN membership of the bridge
ports on the BEBs is depicted by the color of the
boxes that are placed inside each of the B-com-
ponents. For example, the upper right PNP-1
port on the west B-component is a member of
the VID-1 (dark blue), while the CBP port on
the same component is a member of VID-2
(light blue) and VID-4 (orange). Corresponding-
ly, in this example only VID-1 VLAN-tagged
frames can egress the top right PNP-1, and only
VID-2 and VID-4 VLAN-tagged frames can
egress from the CBP-A port on the same west
B-component.

Each of the TE service instances is monitored
by an independent maintenance association
(MA). Two up maintenance association end-
points (MEPs), associated with each of these
MA:s, are configured on the CBPs that terminate
the TE service instance in question. Each of
these MEPs has its own primary VID, VID-1 for
the MEP on the west B-component associated
with the top TE service instance and VID-2 for
the MEP on the east B-component. In this con-
figuration each MEP receives frames tagged with
any of the VIDs in the MA, but sends frames
tagged only with that MEP’s primary VID. In
particular, in the depicted example the MEP for
the top entity on the west B-component can
send only VID-1 tagged CCMs, while the corre-
sponding MEP on the east component can only
send VID-2 tagged CCMs. Both MEPs can
receive CCM frames that are either VID-1 or
VID-2 tagged. In Fig. 4 the primary VID of each
MEP is depicted by the color of the MEP.

Data traffic is mapped to a TE service
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instance by configuring the backbone service
instance table on the CBP. The CBP backbone
service instance identifier is used to allow specif-
ic service instances to be carried by the TE ser-
vice instance, while the CBP’s B-VID column in
the backbone service instance table is used to
map the identified service instances to specific
ESPs. The CBP’s B-VID value is depicted in
Fig. 4 by the color of the bars just outside the
boxes representing the B-components. If all the
services in the protection group are mapped to
the <CBP-B, CBP-A, VID-1> ESP at CBP-A
or the <CBP-A, CBP-B, VID-2> ESP at CBP-
B, TE-1 will correspond to the working entity
and TE-2 to a standby protection entity. CCM
frames are always exchanged on both working
and protection TE service instances to regularly
check the provided connectivity.

If a fault occurs at any of the ESPs, the MEP
on the receiving end will be notified. In particu-
lar, if a fault on the <CBP-B, CBP-A, VID-1>
ESP occurs, as shown in Fig. 4, the MEP on the
east B-component will declare the remote MEP
defect by setting the corresponding defect param-
eter. This is done when a timer that is equal to
three times the CCM interval expires. The decla-
ration of such a defect will result in a change of
the appropriate B-VID entry in the backbone ser-
vice instance table from VID-2 to VID-4, which is
the ESP-VID of the associated provisioned ESP
on the protection TE service instance.

All subsequent CCMs sent by the east MEP
on TE-1 will have the RDI field set as long as
proper CCMs are not received by the MEP.
Reception of a CCM frame with the RDI field
set will cause a change of the appropriate B-VID
entry in the backbone service instance table of
the CBP on the west B-component to the pre-
configured value of the protection ESP. The
result will be to move the affected service
instances to the protection TE service instance,
as depicted in Fig. 4.

CONCLUSIONS

A PBBN together with PBB-TE and CFM pro-
vides a highly scalable network core with provider
oriented features while retaining the simplicity of
Ethernet bridging and compatibility with PB. The
addition of PBB-TE to PBBNs provides key fea-
tures for traffic engineered services that are con-
trolled by a central management system or an
external control plane rather than MSTP. Each
TE service instance is used as a transport for
many customer service instances and may pro-
vide rapid (sub-50 ms) protection. Protection
channels along with working channels are contin-
uously monitored using CFM, providing full ser-
vice operation. With the addition of IEEE
PBB-TE to the existing complement of PB,
PBBN, and CFM, Ethernet is now equipped to
build a large-scale full-featured provider network.
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