
IEEE Communications Magazine • March 200890 0163-6804/08/$25.00 © 2008 IEEE

INTRODUCTION

The accelerating pace of IP network transfor-
mation reflects our industry’s unlimited capacity
to innovate both enterprise and residential appli-
cations. With its attractive combination of low
cost and high bandwidth, Ethernet is rapidly
emerging as the layer 2 technology of choice to
support this transformation. However, with cor-
porate governance and business process automa-
tion foremost in their minds, enterprise chief
information officer (CIO) expectations for

always-on network availability to support busi-
ness critical applications have become table
stakes. On the residential side, similar expecta-
tions now also exist thanks to triple play offer-
ings of video entertainment and telephony, and
the increasing dependence on the Internet in
our daily lives. And as operators embrace these
new requirements via new network and service
architectures, the industry’s overall benchmark
for network performance is raised accordingly,
driving yet another cycle of application innova-
tion.

The foundation of IP technologies continues
to expand: multiprotocol label switching (MPLS)
is widely deployed by operators to broaden IP’s
multiservice capabilities. More recently, MPLS
has put essential “carrier” attributes into Ether-
net, enabling operators to leverage the desirable
benefits of Ethernet throughout their networks,
without those that have propagated its percep-
tion as an enterprise-only technology. Indeed,
the MPLS control plane reduces operational
costs by adding stability and control to Ethernet
bandwidth, thus simplifying large-scale carrier
deployments. Now, with public operators under-
taking massive transformation projects through-
out the world (e.g., BT [1]), technology advances
have become focused on further improvements
and cost optimization of end-to-end networking
requirements, and the elimination of any residu-
al failure conditions. Specifically, two challenges
need to be addressed in order for the MPLS net-
work to fully meet these expectations for Ether-
net services:
• How to provide resiliency against catas-

trophic node failures in the core of the
MPLS network

• How to provide resilient access to Ethernet
services delivered by the MPLS network
This article presents two recent break-

throughs that address these issues: end-to-end
pseudowire (PW) redundancy and multi-chassis
link aggregation (MC-LAG), respectively.

We first review the mechanisms that enable
MPLS to deliver wide-area Ethernet services for
both point-to-point and multipoint-to-multipoint
applications: virtual private wire service (VPWS)
and virtual private LAN service (VPLS), both of
which make use of pseudowires. Established
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mechanisms that provide resiliency and protec-
tion for MPLS-based Ethernet services are then
surveyed. We then describe how pseudowire
redundancy and MC-LAG can be combined to
offer enhanced resiliency for both VPWS- and
VPLS-based Ethernet services.

MPLS SUPPORT FOR
ETHERNET SERVICES

MPLS has evolved from a suite of protocols
intended to enhance the forwarding perfor-
mance of IP routers to encompass applications
including traffic engineering and IP virtual pri-
vate networks (VPNs). More recently, MPLS has
been widely deployed to enable Ethernet and
other layer 2 services to be delivered from a con-
verged IP network. It achieves this using applica-
tions known as layer 2 VPNs (L2VPNs). Two
types of L2VPN are defined by the Internet
Engineering Task Force (IETF) [2]. The VPWS
is used for point-to-point services, such as leased
lines, while the VPLS is essentially a bridged
Ethernet service that enables a service provider’s
MPLS network to emulate a large number of
customer LANs [3].

L2VPNs are based on pseudowires [4], which
form the basis of connectivity between provider
edge (PE) nodes. Pseudowires are well docu-
mented elsewhere [5], so only a brief introduc-
tion is provided here. Each pseudowire (PW)
provides discrete point-to-point layer 2 connec-
tivity, and many PWs are multiplexed into an
MPLS label switched path (LSP). In an MPLS
network label stacking is used; an inner PW
label is pushed on the encapsulated layer 2 pay-
load and identifies the PW, and then a further
outer label is pushed, which identifies the MPLS
label switched path (LSP) which carries the PW
across the MPLS network (Fig. 1). For an Ether-
net VPWS, each Ethernet PW [6] is associated
with an Ethernet attachment circuit (AC) on the
PE. This may be a virtual LAN (VLAN) or an
Ethernet port. For a VPLS, PWs interconnect
virtual bridging and forwarding instances on the
PEs.

Pseudowires are typically established using an
extension of the MPLS label distribution proto-
col (LDP) that operates in a targeted mode

between the PEs [7]. Targeted LDP (TLDP)
enables PW labels to be exchanged, as well as
PW status and other maintenance information to
be signaled.

Traditionally, each PW has only spanned a
single LSP. However, the architecture has
recently been extended to allow PWs to be
switched from one LSP to another LSP at a PE.
This multisegment PW architecture reduces the
number of LSPs needed in large networks, and
is particularly useful for interprovider L2VPNs.
In this architecture the PE that switches the PW
is known as a switching PE (S-PE), while the
PEs that forward packets between the PW and
the AC or virtual bridge are known as terminat-
ing PEs (T-PEs).

REDUNDANCY OPTIONS FOR
MPLS-BASED ETHERNET SERVICES

Figure 2 illustrates the techniques available to
provide resilient Ethernet services from an
MPLS network. These can be broadly cate-
gorised into node level redundancy and network
level redundancy.

The objective of node level redundancy is to
prevent failures of particular components of a
node from impacting the externally observable
protocol behavior. This is typically achieved
through hot standby operation of components
implementing critical routing protocols such as
LDP, Resource Reservation Protocol (RSVP),
Open Shortest Path First (OSPF), Border Gate-
way Protocol (BGP), Intermediate System to
Intermediate System (IS-IS), or Protocol Inde-
pendent Multicast (PIM). It can also be applied
to components implementing other higher-level
aspects of services such as VPWS and VPLS.
Graceful restart also falls in this category by
minimizing the disruption caused to network
operation by the failure and restart of a node
[8].

However, nodal redundancy does not protect
against failures of network links or catastrophic
failures of network nodes, such as power failures
or widespread disasters. For this, network level
redundancy is also required. Network level
redundancy has typically been applied at either
the Ethernet layer or the MPLS layer.

n Figure 1. Architectures for Ethernet VPWS and VPLS.
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At the Ethernet layer, IEEE 802.3ad (now
incorporated into IEEE 802.3-2005 [9]), other-
wise known as link aggregation (LAG), was ini-
tially introduced to provide both redundancy
and extra capacity for point-to-point connec-
tions between two systems. Combining multiple
Ethernet links into a group and representing the
group as a single bundle, a LAG, on the con-
nected systems accomplishes this. LAGs provide
extra capacity and redundancy in that a LAG
remains active with a reduced capacity even if
some of its composite links fail. LAGs can be
used between multiple systems, and combined
with both VPLS point-to-multipoint and Ether-
net VPWS point-to-point services to allow pro-
viders to deliver highly redundant services to
their customers.

Spanning Tree Protocol (STP) and Rapid
STP (RSTP)[10] could also be run between
the customer premises equipment (CPE) and
the provider network where multihoming at
the Ethernet layer is used. These protocols
enable a single active link to be chosen, avoid-
ing loops and removing failed links from the
Ethernet domain, enabling protection against
failures of the PEs as well as the attachment
circuits. However, performance concerns have
meant that service providers are reluctant to
use STP or RSTP for VPWS and VPLS ser-
vices. For example, even RSTP can take sever-
al seconds to converge, particularly with large
networks. Furthermore, it may not be desir-
able for a service provider’s PE to participate
in a customer STP because oscillations in the
customer STP could impact the stability, per-
formance,  and scalabil i ty  of  the service
provider’s network.

At the MPLS layer, network level redundancy
has focused on the MPLS LSP tunnel. Here,
mechanisms such as MPLS fast reroute (FRR)
[11] or LSP backup can be used to provide sub-
50-ms protection to all of the Ethernet PWs car-
ried by an LSP. However, this is insufficient to
protect against failures of the PEs or attachment
circuits, in the case of either T-PEs (where dual
homing is required) or S-PEs.

NETWORK AND ACCESS PE
PROTECTION FOR

ETHERNET SERVICES

To meet the increased network demands to
transport business-critical applications and resi-
dential triple play services, operators rely on a
variety of protection mechanisms. In single-seg-
ment PW (SS-PW)-based services where there is
no access redundancy, such as VPWS and VPLS,
protection for the PW is provided by the MPLS
layer as described above. However, there are a
number of scenarios where this level of protec-
tion is insufficient to cover all possible failure
modes. For example, it cannot protect against
the failure of the PE or the attachment circuits
since these represent single points of access to
the emulated service. No alternative path to the
service exists.

A detailed set of failure scenarios that require
additional protection is described in [3]. In the
remainder of this article we consider a subset of
these scenarios to illustrate how end-to-end
resiliency can be provided. These are:
• Dual homing of a CE via two separate ACs

into redundant PEs, with SS-PWs or multi-
segment PWs used for a VPWS service

• Dual homing of a CE via two separate ACs
into redundant PEs for a VPLS, using SS-
PWs or multisegment PWs
These scenarios rely on two mechanisms to

provide end-to-end protection for the Ethernet
service:
• PW redundancy
• Access and PE redundancy using MC-LAG

A key aspect of the scheme described in this
article is that the dual homing mechanism for
the CE (MC-LAG) is coupled to the forwarding
state of the PWs or VPLS. This enables end-to-
end protection to be provided, while avoiding
the need for the CEs on both ends of the service
to switch to a backup AC when a single failure
occurs. The protection mechanisms of the MPLS
network are utilized to localize the impact of a
failure, which is an important consideration

n Figure 2. Network and node level redundancy.
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when designing large networks. This behavior is
to be distinguished from traditional end-to-end
protection for layer 2 services that use dual hom-
ing, which can require both CEs to switch to a
redundant path if the active path fails.

PSEUDOWIRE REDUNDANCY
Pseudowire redundancy enables one or more
redundant PWs to be configured to protect the
traffic on an active PW. Each redundant set of PWs
is associated by configuration with a single Ethernet
service at each end. PW redundancy relies on
extensions to the PW control protocol [13] that use
LDP status messages to indicate the active or
standby state of a PW. When a PE signals to a
remote PE that a given PW is active, and other
PWs in the redundant set are signaled for standby,
the remote PE should use the active PW to forward
packets from the AC to which it is bound.

Figure 3 shows an example of the use of PW
redundancy. T-PE1 and T-PE2 are configured
with a pair of PWs per service, and one is con-
figured to be the primary PW to be used for for-
warding packets when both PWs are in the
operational UP state. PW status messages are
exchanged end-to-end to notify the PEs of the
operational state of both the PWs and the ACs
(PW status messages generated by T-PEs and S-
PEs are passed transparently by the S-PEs). A
T-PE switches to the standby PW if an unrecov-
erable failure is detected within the network. It
learns about this by either locally detecting the
failure or receiving a PW status message indicat-
ing a remote failure. A PW status message of
“active” is sent to a remote PE to request switch-
ing to the standby PW.

MULTI-CHASSIS LAG
Historically, the concept of a LAG has been a
single connection, comprising more than one
physical link, running between two systems.
These links are grouped together to form the
LAG, and traffic is distributed across them using
a hashing algorithm that ensures that each traffic
flow maintains frame sequence integrity. A fail-
ure of one or more links in the LAG results in
its traffic being redistributed to other links,
hence ensuring that connectivity remains, albeit
with reduced total bandwidth.

Clearly a complete system failure on one end
will bring down the LAG. Today’s redundancy
requirements in provider networks have created
the need for a LAG to maintain connectivity
even on complete failure of a single system. In
order to achieve this, the concept used in the

LAG subgroups is extended such that one end of
the LAG is split between two systems instead of,
for example, two router blades, thereby creating
a multi-chassis LAG.

Multi-chassis LAG thus provides redundant
Ethernet access connectivity that extends beyond
link level protection by allowing two systems to
share a common LAG endpoint. Figure 4 shows
the MC-LAG function.

The Ethernet edge device is connected by
multiple links toward a redundant pair of PE
nodes such that both link and node level redun-
dancy are provided. The LAG between the Eth-
ernet edge device and the PEs is controlled
using the Link Aggregation Control Protocol
(LACP) [9]. LACP is used to manage the avail-
able LAG links into active and standby states
such that only links from one PE node are active
at a time to and from the Ethernet edge device.
A further MC-LAG control protocol runs only
between the redundant pair of PEs. This is an
IP-based protocol that synchonizes the LAG
state between the MC-LAG peers. It ensures a
synchronized forwarding plane to and from the
Ethernet edge device and is used to synchronize
the link state information between the two PE
nodes such that proper LACP messaging is pro-
vided to the Ethernet edge device. It also
includes a keepalive function that enables a PE
to detect whether or not its peer is functioning.

In steady state, one LAG subgroup connected
to one PE is set to active, and one is set to stand-
by. This choice is by configuration or based on
administrative parameters such as weight or the
subgroup containing the most links that are cur-
rently up. MC-LAG uses a LAG mode where all
Ethernet traffic uses the active subgroup, while
no traffic is forwarded on a standby subgroup. A
failure of the active subgroup is detected using,
for example, keepalive messages in LACP, and
causes the MC-LAG protocol to switch to the
standby PE and the standby subgroup. This state
change is reflected in LACP, which forces the
Ethernet device to switch the active subgroup.

End-to-end protection for MPLS-based Eth-
ernet services relies on the effective combination
of PW redundancy with MC-LAG. The following
sections describe how these two mechanisms are
applied to ensure resilient VPWS and VPLS ser-
vices.

VPWS AND VPLS PROTECTION
Figure 5 illustrates how MC-LAG and PW
redundancy work together to protect an Ether-
net VPWS.

n Figure 3. Pseudowire redundancy.
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CE1 and CE2 are dual homed to PE1/PE2
and PE3/PE4 by Ethernet ACs, and the PEs are
interconnected using Ethernet PWs. LACP oper-
ates between each CE and its connected PEs
such that one of the LAG subgroups is active
and one in standby at any given time. The LAG
subgroup status is reflected in the PW status
each PE signals to its far-end peer PE. Both the
received far-end PW status and the local MC-
LAG state for the LAG subgroup of that PW
determine which PW to use for data path for-
warding. Thus, the MC-LAG state at either end
of the service drives the forwarding state of the
PWs; the end-to-end path is where the MC-LAG
status of both ACs is active and both PW end-
points are active (CE1-PE1-PE4-CE2).

Having considered how an end-to-end forward-
ing path is constructed, we now describe the
sequence of events that enables recovery from a
couple of different failure scenarios. Consider first
the failure of an active LAG link (e.g., CE1–PE1 in
Fig. 5). This failure may be detected either through
LACP or using underlying link level failure detec-
tion mechanisms, and triggers PE1 to initiate MC-
LAG link level convergence. PE1 informs PE2 to
transition the MC-LAG link status from standby to
active using the MC-LAG control protocol; thus,

PE2 assumes active forwarding status. PE1 then
changes the PWs to PE3 and PE4 to standby,
informing PE4 through a PW status message.

Because PE2 is now the active PE in the pair
[PE1/PE2], it changes the LACP link status from
standby to active, enabling CE1 to forward using
PE2’s MC-LAG link. PE2 then connects the
local MC-LAG link to the PW to PE2–PE4,
advertising this active status. It also changes the
status of its PW to PE3 to active (reflecting the
MC-LAG state) and updates the PE through
PW status (note that PE3 remains in standby
state due to the local MC-LAG standby state).
On receipt of the PW status message from PE2,
PE4 changes its local PW crossconnect to PW
PE4–PE2 because both its local status and the
remote status received from PE2 are now active.
A new active path from CE1-PE2-PE4-CE2 is
thus created that avoids the failure.

Note that two key objectves are achieved
through the use of MC-LAG and PW redundan-
cy in this manner:
• The Ethernet service stays operationally up,

despite the failure of an attachment circuit.
This is to be distinguished from traditional
VPWS services where there is no redundan-
cy of the ACs.

n Figure 4. MC-LAG operation.

Provider
network

Active

Standby

LACP

Edge
device

Standard LAG

LAG
1

LAG 1
(sub-
group)

(sub-
group)
LAG 1

MC-Lag on a
service

MC-LAG

MC-LAG

Multi-chassis LAG
control protocol

Multi-chassis LAG

Provider
network

Active

LACP

Edge
device

Standard LAG

LAG
1

LAG 1
(sub-
group)

(sub-
group)
LAG 1

MC-LAG

MC-LAG

Multi-chassis LAG
control protocol

Multi-chassis LAG failover

msg

n Figure 5. MC-LAG and PW redundancy for VPWS.

Standby Acti
ve

Acti
ve

Standby

LAG

Traffic path

PE3

PE4

Locally advertised active/standby state

MC-LAG
PW

PW

PW

PW
MC-LAG

PW

PW Standby Active

Active Standby

St
an

db
y

St
an

db
y

Active

Active

MC-LAG

LAG
CE1

PE2 PWs

PE1

Standard
LAG

CE2

Standard
LAG

MC-LAG
PW

PW

BOCCI LAYOUT  2/21/08  1:31 PM  Page 94



IEEE Communications Magazine • March 2008 95

• The failover operation is transparent to the
far end CE. That is, only the PEs and the
CE where the failure occurred are aware of
the switchover. This is important for large-
scale deployments where it is desirable to
localize any failover operations in order to
minimize the load on the network and min-
imize the failover time.
As an optimization, additional protection can

be provided using interchassis backup (ICB)
PWs between each of the redundant PE pairs
(for simplicity these were ignored in the above
discussion and Fig. 5). These PWs enable a PE
to forward “in-flight” packets received from the
MPLS network over a PW destined for a locally
failed MC-LAG subgroup to the local redundant
PE during the transient period when the MC-
LAG has switched over before the remote PW
status. They also enable an unrecoverable failure
in the core of the MPLS network to be avoided
by allowing a PE to send packets toward the
MPLS network by using an alternative path via a
local redundant PE.

PW redundancy and MC-LAG can also pro-
tect the VPWS service where one of the PEs
(e.g., PE1) experiences a catastrophic failure.
Such a failure can be detected by the other PEs
in a number of ways, such as a failure of T-LDP
hello messages, an operations, administration,
and maintenance (OAM) protocol such as LSP
Ping on the LSP tunnel between the PEs, or the
MC-LAG control protocol between PE2 and
PE1 (the failed PE will no longer respond to
MC-LAG control keepalive messages). This trig-
gers PE3 and PE4 to place their PWs to PE1 in
an operationally down state, and PE2 to assume
the active forwarding status. PE2 thus advertises
a PW status of active for its PWs to PE3 and
PE4. PE3 will remain in standby status (because
its local MC-LAG state is standby), but PE4 will
now forward packets on the PW PE4-PE2 as
both ends now show active status. In order to
ensure the correct flow of frames to and from
CE1, PE2 changes the LACP link status from
standby to active. As in the case of the failure of
an AC, the failover operation only impacts local-
ly connected PEs and the local CE. There is no
switchover forced on the remote CE.

Now consider how MC-LAG can be used to
enhance the resiliency of VPLS services. Figure
6 illustrates how MC-LAG protects the access to
a VPLS.

CE1 is connected by a MC-LAG to two PEs
in a VPLS. Standard LACP is used to select
which LAG subgroup is active and which is on
standby. Consider the failover operation when
one of the LAG subgroups fails. Initially, the
subgroup from CE1 to PE1 is active, and the
subgroup from CE1 to PE2 is on standby. A fail-
ure of the link between CE1 and PE1 is detected
by PE1 through physical layer, LACP, or Ether-
net OAM mechanisms. This triggers the MC-
LAG control protocol to make PE2 the active
PE. Because PE2 is now the active PE in the
redundant pair [PE1/PE2], it changes the LACP
link status from standby to active to CE1 (CE1
may now forward using PE2’s MC-LAG link).

VPLS PEs contain virtual bridges with MAC
tables that provide forwarding information for all
of the Ethernet MAC addresses known to the PE.
Therefore, a failure of the active LAG sub-group
on a PE will render the MAC forwarding informa-
tion for that PE invalid. In order to prevent Ether-
net frames for CE1 being misdelivered to PE1,
PE1 sends a MAC withdraw message to its con-
nected PEs. In VPLS this message is carried in the
LDP signaling used for the constituent PWs, and
causes the PEs to remove those MAC addresses
from their forwarding tables. PEs participating in
the VPLS will then learn the identity of the new
PE to which frames should be forwarded for CE1
by flooding any packets destined for unknown
MAC addresses to all active PEs and installing the
source MAC address for packets received from
the new PE in their forwarding tables.

As well as providing redundancy at the ser-
vice provider network edge, MC-LAG can also
be used to protect the interconnection between
service providers’ Ethernet networks. For exam-
ple, Fig. 7 shows an application where MC-LAG
allows redundant PEs and Ethernet links to
interconnect two metro Ethernet networks that
use VPLS. One pair of redundant PEs assumes a
slave role with respect to the other. LACP is
then used between the redundant PE pairs to
signal the active or standby state of the sub-
groups in the LAG, in a similar manner to the
access redundancy case shown above.

CONCLUSIONS
Multi-chassis LAG and pseudowire redundancy
provide a reliable and simple end-to-end protec-
tion scenario for point-to-point and point-to-

n Figure 6. VPLS access protection using MC-LAG.
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multipoint data services reusing existing LACP
mechanisms in Ethernet access nodes. Using the
techniques described, providers can go beyond
using LAG technology as a simple way to
increase capacity by using LAGs to provide
increased redundancy, both at the network edge
and within the service delivery infrastructure.
The pseudowire redundancy in conjunction with
multi-chassis LAG capability provides a unique
way of extending redundant connections to the
network access, increasing uptime in triple play
services when used in conjunction with Ethernet-
based DSLAMs, or in business services when
used with Ethernet CPE. Having maximized the
edge redundancy, providers can combine multi-
chassis LAG with both VPLS and Ethernet
VPWS services to achieve end-to-end redundan-
cy across their network.
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n Figure 7. Inter-metro resilience using MC-LAG.
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