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Abstract—The switching speeds of electronics cannot keep up electronics to optics will result in a reduction in the network
with the transmission capacity offered by optics. All-optical switch  equipment, an increase in the switching speed, and thus network
fabrics play a central role in the effort to migrate the switching throughput, and a decrease in the operating power. In addition,

functions to the optical layer. Optical packet switching provides an o . . . .
almost arbitrary fine granularity but faces significant challenges the elimination of E/O and O/E conversions will resultin a major

in the processing and buffering of bits at high speeds. Generalized decrease in the overall system cost, since the equipment associ-
multiprotocol label switching seeks to eliminate the asynchronous ated with these conversions represents the lion’s share of cost in
transfer mode and synchronous optical network layers, thus imple-  today’s networks.

menting Internet protocol over wavelength-division multiplexing. Up to now, the limitations of optical component technology,

Optical burst switching attempts to minimize the need for pro- . . - .
cessing and buffering by aggregating flows of data packets into €+ the lack of processing at bit level and the lack of efficient

bursts. In this paper, we present an extensive overview of the cur- buffering in the optical domain, have largely limited optical
rent technologies and techniques concerning optical switching. ~ switching to facility management applications. Several solu-

Index Terms—Generalized multiprotocol label switching tions are ciJrrentIy unqier researlch;_the commori goa! for aII.re-
(GMPLS), optical burst switching (OBS), optical packet switching, Searchers is the transition to switching systems in which optical
optical switch fabrics, optical switching. technology plays a more central role.

The three main approaches that seem promising for the
gradual migration of the switching functions from electronics
to optics are optical packet switching (OPS), generalized multi-

HE UNPRECEDENTED demand for optical networkprotocol label switching (GMPLS), and optical burst switching
capacity has fueled the development of long-haul opticaBS). While GMPLS provides bandwidth at a granularity of a
network systems which employ wavelength-division multiwavelength, OPS can offer an almost arbitrary fine granularity,
plexing (WDM) to achieve tremendous capacities. Suatbmparable to currently applied electrical packet switching,
systems transport tens to hundreds of wavelengths per fikgtid OBS lies between them.
with each wavelength modulated at 10 Gb/s or more [2]. Up to This paper is outlined as follows. In Section II, optical switch
now, the switching burden in such systems has been laid almfegirics, the core of an optical switching system, are presented.
entirely on electronics. In every switching node, optical signaSection 1l presents an overview of optical packet switching,
are converted to electrical form (O/E conversion), bufferaghile Sections IV andV present GMPLS and OBS, respectively.
electronically, and subsequently forwarded to their next hop
after being converted to optical form again (E/O conversion). Il. OPTICAL SWITCHES
Electronic switching is a mature and sophisticated technology
that has been studied extensively. However, as the netw
capacity increases, electronic switching nodes seem unabld) Optical Cross-ConnectsA very important application of
to keep up. Apart from that, electronic equipment is strongptical switches is the provisioning of lightpaths. A lightpath is
dependent on the data rate and protocol, and thus, any sys@éea®nnection between two network nodes that is set up by as-
upgrade results in the addition and/or replacement of electrosigning a dedicated wavelength to it on its link in its path [1]. In
switching equipment. If optical signals could be switchethis application, the switches are used inside optical cross-con-
without conversion to electrical form, both of these drawbackgcts (OXCs) to reconfigure them to support new lightpaths.
would be eliminated. This is the promise of optical switching.OXCs are the basic elements for routing optical signals in an

The main attraction of optical switching is that it enablegptical network or system [4]; OXCs groom and optimize trans-
routing of optical data signals without the need for conversidnission data paths [5]. Optical switch requirements for OXCs
to electrical signals and, therefore, is independent of data rételude
and data protocol. The transfer of the switching function from 1) scalability;

2) high-port—count switches;
3) the ability to switch with high reliability, low loss, good

. INTRODUCTION

Applications of Switches
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Most of the cross-connects that are currently used in neéquirements on the switching speed, which is important but
works use an electrical core for switching where the opticabt critical.
signals are first converted to electrical signals, which are then3) Optical Add/Drop Multiplexing: Optical add/drop mul-
switched by electrical means and finally converted back to ofiplexers (OADMSs) residing in network nodes insert (add) or
tical signals. This type of switching is referred to as O/E/@xtract (drop) optical channels (wavelengths) to or from the
switching. This approach features a humber of disadvantagegtical transmission stream. Using an OADM, channels in a
First, the switching speed of electronics cannot keep up withultiwvavelength signal can be added or dropped without any
the capacity of optics. Electronic asynchronous transfer moekectronic processing. Switches that function as OADMs are
(ATM) switches and Internet protocol (IP) routers can be usedavelength-selective switches, i.e., they can switch the input
to switch data using the individual channels within a WDM linksignals according to their wavelengths.
but this approach implies that tens or hundreds of switch in-4) Optical Signal Monitoring: Optical signal monitoring
terfaces must be used to terminate a single link with a lar¢gg@so referred to as optical spectral monitoring) (OSM) is an
number of channels [49]. Second, O/E/O switching is neithenportant network management operation. OSM receives a
data-rate nor data-format transparent. When the data rate small optically tapped portion of the aggregated WDM signal,
creases, the expensive transceivers and electrical switch csgparates the tapped signal into its individual wavelengths,
have to be replaced [4]. and monitors each channel’s optical spectra for wavelength
All-optical cross-connects (OOO cross-connects) switch dadacuracy, optical power levels, and optical crosstalk.
without any conversions to electrical form. The core of an OOO The size of the optical switch that is used for signal moni-
cross-connect is an optical switch that is independent of data rateng is chosen based on the system wavelength density and
and data protocol, making the cross-connect ready for fututee desired monitoring thoroughness. Itis important in the OSM
data-rate upgrades [4]. Other advantages of OOO cross-capplication, because the tapped optical signal is very low in op-
nects include reductions in cost, size, and complexity. On tlieal signal power, that the optical switch employed has a high
other side, even a scalable and data rate/protocol transpasstinction ratio (low interference between ports), low insertion
network is useless if it cannot be managed accordingly. Unfdess, and good uniformity [5].
tunately, invaluable network management functions (e.g., per-5) Network Provisioning:Network provisioning occurs
formance monitoring and fault isolation) cannot, up to now, beghen new data routes have to be established or existing routes
implemented entirely in the optical domain, because of the tvn@ed to be modified. A network switch should carry out recon-
major limitations of optical technology (lack of memory andiguration requests over time intervals on the order of a few
bit processing). Another disadvantage of OOO cross-connenigutes. However, in many core networks today, provisioning
is that they do not allow signal regeneration with retiming arfdr high-capacity data pipes requires a slow manual process,
reshaping (3R). This limits the distances that can be traveledtaking several weeks or longer. High-capacity reconfigurable
optical signals. switches that can respond automatically and quickly to service
Opague cross-connects are acompromise between O/E/O @giests can increase network flexibility, and thus bandwidth
OO0 approaches. Opaque cross-connects are mostly opticalrat profitability.
the switching fabric but still rely on a limited subset of sur-
rounding electronics to monitor system integrity [5]. Here, thg  optical Switch Fabrics
optical signal is converted into electrical signals and then again ) o o
to optical. The signals are switched in the optical domain and!n the effort to extend optics from transmission to switching,
then converted to electrical and finally back to optical agaif!!-optical switching fabrics play a central role. These devices
This option may still improve the performance of the cross-cofllow switching directly in the optical domain, avoiding the need
nect, since the optical switch core does not have the bandwid@h Several O/E/O conversions. Most solutions for all-optical
limitations and power consumption of an electrical switch cor&Witching are still under study. Given the wide range of possible
Opagque optical cross-connects allow the options of wavelen@ﬂp|'cat'0ns_ for these d_ewces,. it seems rfaasonable to foresee
conversion, combination with an electrical switch core, qualif?@t there will not be a single winning solution [6]. Before pre-
of service (Q0S) monitoring, and signal regeneration, all with#£"ting the deta_lls of th_e optlcal switching technologies ava_ul-
the cross-connect switch. However, since there are O/E and Ef@le today, we discuss, in brief, the parameters that we take into
conversions, the data-rate and data- format transparency is Rfgount when evaluating an optical switch [1].
[4]. The most important parameter of a switch is the switching
2) Protection Switching:Protection switching allows the time. Different applications have different switching time re-
completion of traffic transmission in the event of system dtuirements. Other important parameters of a switch follow.
network-level errors. Optical protection switching usually 1) Insertion lossThis is the fraction of signal power that is
requires optical switches with smaller port counts of 2 or lost because of the switch. This loss is usually measured
2 x 2. Protection switching requires switches to be extremely  in decibels and must be as small as possible. In addition,
reliable, since sometimes these switches are single points of the insertion loss of a switch should be about the same for
failure in the network. Protection schemes typically involve all input—output connections (loss uniformity).
several steps that must be taken in order to determine the origire) Crosstalk This is the ratio of the power at a specific
and nature of the failure, to notify other nodes, etc. These output from the desired input to the power from all other
processes take longer than the optical switch and thus relax the inputs.
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3) Extinction ratio (ON—OFF switches): This is the ratio of
the output power in the on-state to the output power in
the off-state. This ratio should be as large as possible.

4) Polarization-dependent loss (PDL)f the loss of the
switch is not equal for both states of polarization of the
optical signal, the switch is said to have polarization-de-
pendent loss. It is desirable that optical switches have
low PDL.

Other parameters that are taken into account include relia-
bility, energy usage, scalability, and temperature resistance. The
termscalabilityrefers to the ability to build switches with large
port counts that perform adequately. It is a particularly impor-
tant concern.

The main optical switching technologies available today
follow [5], [6].

1) Optomechanical Switche€®ptomechanical technology
was the first commercially available for optical switching. In
optomechanical switches, the switching function is performeaimber of ports, the optical loss grows rapidly. Commercially
by some mechanical means. These mechanical means incladglable products feature a maximum insertion loss of 3.7 dB
prisms, mirrors, and directional couplers. Mechanical switch&sr an 8x 8 switch, 5.5 dB for 16« 16, and 7.0 for 3% 32 [53].
exhibit low insertion losses, low polarization-dependent los§herefore, 2-D architectures are found to be impractical beyond
low crosstalk, and low fabrication cost. Their switching spee@2-input and 32-output ports. While multiple stages 08322
are in the order of a few milliseconds, which may not be aswitches can theoretically form a 1000-port switch, high optical
ceptable for some types of applications. Another disadvantdgeses also make such an implementation impractical [2]. High
is the lack of scalability. As with most mechanical componentsptical losses could be compensated by optical amplification,
long-term reliability is also of some concern. Optomechanichlt this will increase the overall system cost. Apart from cost
switch configurations are limited tox 2 and 2x 2 port sizes. considerations, optical amplifiers are by no means ideal devices.
Larger port counts can only be obtained by combining sevefsirst, optical amplifiers introduce noise, in addition to providing
1x 2 and 2x 2 switches, but this increases cost and degradgain. Second, the gain of the amplifier depends on the total input
performance. Optomechanical switches are mainly used gawer. For high-input powers, the amplifier tends to saturate and
fiber protection and very-low-port-count wavelength add/drdjpe gain drops. This can cause undesirable power transients in
applications. networks. Finally, although optical amplifiers are capable of am-

2) Microelectromechanical System Deviceslthough plifying many wavelength channels simultaneously, they do not
microelectromechanical system (MEMS) devices can be camplify all channels equally, i.e., their gain is not flat over the
sidered as a subcategory of optomechanical switches, they emére passband [1].
presented separately, mainly because of the great interest tham 3-D MEMS, there is a dedicated movable mirror for each
the telecommunications industry has shown in them, but alsgut and each output port. A connection path is established
because of the differences in performance compared with otlbgrtilting two mirrors independently to direct the light from
optomechanical switches. MEMS use tiny reflective surfacesan input port to a selected output port. Mirrors operate in an
redirect the light beams to a desired port by either ricochetiagalog mode, tilting freely about two axes [1]. This is a most
the light off of neighboring reflective surfaces to a port or bypromising technology for very-large-port-count OXC switches
steering the light beam directly to a port [5]. with >1000 input and output ports. A drawback of this approach

One can distinguish between two MEMS approaches for ois-that a complex (and very expensive) feedback system is re-
tical switching: two-dimensional (2-D), or digital, and three—diguired to maintain the position of mirrors (to stabilize the inser-
mensional (3-D), or analog, MEMS [4]. In 2-D MEMS, thetion loss) during external disturbances or drift.
switches are digital, since the mirror position is bistalie (  The actuation forces that move the parts of the switch may be
or oFF), which makes driving the switch very straightforwardelectrostatic, electromagnetic, or thermal. Magnetic actuation
Fig. 1 shows a top view of a 2-D MEMS device with the mioffers the benefit of large bidirectional (attractive and repulsive)
croscopic mirrors arranged in a crossbar configuration to obtdinear force output but requires a complex fabrication process
cross-connect functionality. Collimated light beams propagaaed electromagnetic shielding. Electrostatic actuation is the pre-
parallel to the substrate plane. When a mirror is activated,férred method, mainly because of the relative ease of fabrica-
moves into the path of the beam and directs the light to one of then and integration and because it allows extremely low-power
outputs, since it makes a 4&ngle with the beam. This arrange-dissipation.
ment also allows light to be passed through the matrix without MEMS technology enables the fabrication of actuated me-
hitting a mirror. This additional functionality can be used fochanical structures with fine precision that are barely visible
adding or dropping optical channels (wavelengths). The tradetdfthe human eye. MEMS devices are, by nature, compact and
for the simplicity of the mirror control in a 2-D MEMS switch consume low power. A batch fabrication process allows high-
is optical loss. While the path length grows linearly with theolume production of low-cost devices, where hundreds or thou-

Fig. 1. 2-D MEMS technology.
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Fig. 2. An electrooptic directional coupler switch.
Fig. 3. Scheme of a & 2 interferometric switch.

sands of devices can be built on a single silicon wafer. Optical

MEMS is a promising technology to meet the optical switching Outside heaters
need for large-port-count high-capacity OXCs. Potential ben-
efits of an all-optical MEMS-based OXC include scalability,
low loss, short switching time, low power consumption, low
crosstalk and polarization effects, and independence of wave-
length and bit rate [1]. Other applications for MEMS include
wavelength add/drop multiplexing, optical service monitoring,
and optical protection switching. Challenges concerning MEMS
include mirror fabrication, optomechanical packaging, mirror
control algorithm, and implementation.

3) Electrooptic SwitchesA 2 x 2 electrooptic switch
[1], [5] uses a directional coupler whose coupling ratio is
changed by varying the refractive index of the material in
the coupling region. One commonly used material is lithiurf
niobate(LiNbO3). A switch constructed on a lithium niobate
waveguide is shown in Fig. 2. An electrical voltage applied ter destructive, the power on alternate outputs is minimized or
the electrodes changes the substrate’s index of refraction. Theximized. The output port is thus selected.
change in the index of refraction manipulates the light through Digital optical switches [6] are integrated optical devices
the appropriate waveguide path to the desired port. generally made of silica on silicon. The switch is composed of

An electrooptic switch is capable of changing its statgvo interacting waveguide arms through which light propagates.
extremely rapidly, typically in less than a nanosecond. Thishe phase error between the beams at the two arms determines
switching time limit is determined by the capacitance of thghe output port. Heating one of the arms changes its refractive
electrode configuration. Electrooptic switches are also reliablidex, and the light is transmitted down one path rather than
but they pay the price of high insertion loss and possible polafe other. An electrode through control electronics provides the
ization dependence. Polarization independence is possible fgtting. A 2x 2 digital optical switch is shown in Fig. 4 ([7]).
at the cost of a higher driving voltage, which in turn limits the Thermooptical switches are generally small in size but have
switching speed. Larger switches can be realized by integratii@ drawback of having high-driving-power characteristics and
several 2< 2 switches on a single substrate. However, they tefgbues in optical performance. The disadvantages of this tech-
to have a relatively high loss and PDL and are more expensiyglogy include limited integration density (large die area) and
than mechanical switches. high-power dissipation. Most commercially available switches

4) Thermooptic SwitchesThe operation of these devicesof this type require forced air cooling for reliable operation. Op-
[6] is based on the thermooptic effect. It consists in thgcal performance parameters, such as crosstalk and insertion
variation of the refractive index of a dielectric material, duR)SS, may be unacceptab|e for some app|ications_ Onthe positive
to temperature variation of the material itself. There are twfde, this technology allows the integration of variable optical
categories of thermooptic switches: interferometric and digitattenuators and wavelength selective elements (arrayed wave-
optical switches. guide gratings) on the same chip with the same technology [4].

Interferometric switches are usually based on Mach— 5) Liquid-Crystal SwitchesThe liquid-crystal state is a
Zehnder interferometers. These devices, as shown in Fig.pBase that is exhibited by a large number of organic materials
consist of a 3-dB coupler that splits the signal into two beamsyer certain temperature ranges. In the liquid-crystal phase,
which then travel through two distinct arms of same lengtmolecules can take up a certain mean relative orientation,
and of a second 3-dB coupler, which merges and finally splitkie to their permanent electrical dipole moment. It is thus
the signal again. Heating one arm of the interferometer caugessible, by applying a suitable voltage across a cell filled
its refractive index to change. Consequently, a variation of théth liquid-crystal material, to act on the orientation of the
optical path of that arm is experienced. It is thus possible to vampolecules. Hence, optical properties of the material can be
the phase difference between the light beams, by heating atiered. Liquid-crystal optical switches [4], [6] are based on
arm of the interferometer. Hence, as interference is constructthe change of polarization state of incident light by a liquid

Insid
heaters

g. 4. Scheme of a 2 digital optical switch.
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o Polarization o in the generation of tiny bubbles. Thus, a light beam travels
B"ef('rt‘gem beam splitter B"efl""gem straight through the guide, unless the guide is interrupted by a
pete H plate bubble placed in one of the hollows at the cross-points. In this
Input Output#1 ~ C€ase, light is deflected into a new guide, crossing the path of the

previous one.

/H This technology relies on proven ink-jet printer technology
Liquid crystal and can achieve good modular scalability. However, for telecom
modulator o environments, uncertainty exists about long-term reliability,

B"efgt‘ge"t thermal management, and optical insertion losses.
P 7) Acoustooptic SwitchesThe operation of acoustooptic
switches [9], [10] is based on the acoustooptic effect, i.e.,

Output #2 the interaction between sound and light. The principle of
operation of a polarization-insensitive acoustooptic switch
is as follows [10]. First, the input signal is split into its two
polarized components (TE and TM) by a polarization beam
crystal as a result of the application of an electric field ovesplitter (Fig. 6). Then, these two components are directed to
the liquid crystal. The change of polarization in combinatiotwo distinct parallel waveguides. A surface acoustic wave is
with polarization selective beam splitters allows optical spaselbsequently created. This wave travels in the same direction as
switching. In order to make the devices polarization insensitiviéie lightwaves. Through an acoustooptic effect in the material,
some kind of polarization diversity must be implemented théhis forms the equivalent of a moving grating, which can be
makes the technology more complex. Polarization diversiphase-matched to an optical wave at a selected wavelength. A
schemes attempt to make devices polarization insensitive $ignal that is phase-matched is “flipped” from the TM to the
treating each polarization mode differently. The input signal iBE mode (and vice versa), so that the polarization beam splitter
decomposed into its TE and TM components. Each compond#hat resides at the output directs it to the lower output. A signal
is treated separately in the switch. At the output, the TE atiiat was not phase-matched exits on the upper output.

TM components are recombined. If the incoming signal is multiwavelength, it is even possible

A 1 x 2 liquid-crystal optical switch structure is shown irfo switch several different wavelengths simultaneously, as it is
Fig. 5. The principle of operation is as follows [8]: the birefrinfossible to have several acoustic waves in the material with dif-
gent plate at the input port manipulates the polarization stafegent frequencies at the same time. The switching speed of
to the desired ones. Birefringent materials have different refra@coustooptic switches is limited by the speed of sound and is
tive indexes along two different directions (for example, the in the order of microseconds.
andy axes). Without applying a bias, the input signal passes8) Semiconductor Optical Amplifier SwitchesSemicon-
through the liquid-crystal cell and polarization beam splittetuctor optical amplifiers (SOAs) [1], [12] are versatile devices
with the same polarization. By applying a voltage on the liquidhat are used for many purposes in optical networks. An SOA
crystal spatial modulator, molecules rotate the polarizations @n be used as aN-OFFswitch by varying the bias voltage. If
the signal passing through them. With sufficient voltage, tiige bias voltage is reduced, no population inversion is achieved,
signal polarizations rotate to the orthogonal ones and the polapd the device absorbs input signals. If the bias voltage is
ization beam splitter reflects the signal to the other output popresent, it amplifies the input signals. The combination of am-

Liquid-crystal switches have no moving parts. They arlification in the on-state and absorption in the off-state makes
very reliable, and their optical performance is satisfactory, biftis device capable of achieving very high extinction ratios.
they can be affected by extreme temperatures if not propekigrger switches can be fabricated by integrating SOAs with
designed. passive couplers. However, this is an expensive component,

6) Bubble Switches Bubble switches [6], [11] can be clas-and it is difficult to make it polarization independent [1].
sified as a subset of thermooptical technology, since their op-Table | compares optical switching technologies. All figures
eration is also based on heating and cooling of the substraugre derived from data sheets for commercially available
However, the behavior of bubble switches when heated is diffoducts.
ferent from other thermooptic switches, which were described
previously.

This technology is based on the same principle as for ink-j
printers. The switch is made up of two layers: a silica bottom Switch sizes larger than22 can be realized by appropri-
layer, through which optical signals travel, and a silicon toptely cascading small switches. The main considerations in
layer, containing the ink-jet technology. In the bottom layer, twbuilding large switches are the following [1].
series of waveguides intersect each other at an angle of aroundl) Number of Small Switches Require@ptical switches
12(r. At each cross-point between two guides, a tiny hollow @re made by cascading=22 or 1x 2 switches, and thus, the
filled in with a liquid that exhibits the same refractive index otost is, to some extent, proportional to the number of such
silica, in order to allow propagation of signals in normal condswitches needed. However, this is only one of the factors that
tions. When a portion of the switch is heated, a refractive indeffect the cost. Other factors include packaging, splicing, and
change is caused at the waveguide junctions. This effect reselése of fabrication.

Fig. 5. Scheme of k 2 liquid-crystal optical switch.

Cf Large Switches
e
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Fig. 6. Schematic of a polarization independent acoustooptic switch.

TABLE |
COMPARISON OFOPTICAL SWITCHING TECHNOLOGIES

2) Loss Uniformity: Switches may have different losses fononblocking property. A switch is said to be wide-sense non-
different combinations of input and output ports. This situatidplocking if any unused input can be connected to any unused
is exacerbated for large switches. A measure of the loss uaitput, without requiring any existing connection to be rerouted.
formity can be obtained by considering the minimum and maka addition, a switch that is nonblocking, regardless of the con-
imum number of switch elements in the optical path for differemtection rule that is used, is said to be strict-sense nonblocking.
input and output combinations (this number should be nearlyA nonblocking switch that may require rerouting of connec-
constant). tions to achieve the nonblocking property is said to be rear-

3) Number of Crossoverstarge optical switches arerangeably nonblocking. Rerouting of connections may or may
sometimes fabricated by integrating multiple switch element®t be acceptable, depending on the application, since existing
on a single substrate. Unlike integrated electronic circuit®nnections must be interrupted, at least briefly, in order to
(ICs), where connections between the various componestgitch it to a different path. The advantage of rearrangeably
can be made at multiple layers, in integrated optics, all thesenblocking switch architectures is that they use fewer small
connections must be made in a single layer by means of wasestches to build a larger switch of a given size, compared with
guides. If the paths of two waveguides cross, two undesiraltkee wide-sense nonblocking switch architectures.
effects are introduced: power loss and crosstalk. In order towhile rearrangeably nonblocking architectures use fewer
have acceptable loss and crosstalk performance for the switehijtches, they require a more complex control algorithm to set
it is thus desirable to minimize, or completely eliminate, sualp connections. Since optical switches are not very large, the
waveguide crossovers. increased complexity may be acceptable. The main drawback

4) Blocking Characteristics:In terms of the switching func- of rearrangeably nonblocking switches is that many applica-
tion achievable, switches are of two types: blocking or nomions will not allow existing connections to be disrupted, even
blocking in the presence of other lightpaths. A switch is said temporarily, to accommodate a new connection.
be nonblocking if an unused input port can be connected to anyUsually, there is a tradeoff between these different aspects.
unused output port. Thus, a nonblocking switch is capable Bfie most popular architectures for building large switches [1]
realizing every interconnection pattern between the inputs aagk the crossbar.
the outputs. If some interconnection pattern cannot be realized]) Crossbar: An n x n crossbar is made of? 2x 2
the switch is said to be blocking. Most applications require noswitches. The interconnection between the inputs and the
blocking switches. However, even nonblocking switches can batputs is achieved by appropriately setting the states of the
further distinguished in terms of the effort needed to achieve tBex 2 switches. The connection rule that is used states that to
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1Ty SN N N biningn 1 x n switches, along with n x 1 switches. The archi-
s \5 \/\ / tecture is strict-sense nonblocking and requine&, — 1)1 x 2
4 switches, and each path has lengthg, n.
s A S A
fa Nk \5 \/\)«w/ N Ill. OPTICAL PACKET SWITCHING

Using pure WDM only provides granularity at the level of one

’ “<\ ?\\ A\ N wavelength. If data at a capacity of a fraction of a wavelength’s
3 NG N granularity is to be carried, capacity will be wasted. With op-

&/ y §/ tical packet switching, packet streams can be multiplexed to-

4 /\\ \ PAGN /\ gether statistically, making more efficient use of capacity and
8 TN K providing increased flexibility over pure WDM [14]. The wave-

length dimension is also used inside the optical packet switch in
order to allow the optical buffers to be used efficiently and the
switch throughput to be increased.

Packet switches analyze the information contained in the
packet headers and thus determine where to forward the
packets. Optical packet-switching technologies enable the
fast allocation of WDM channels in an on-demand fashion
with fine granularities (microsecond time scales). An optical
packet switch can cheaply support incremental increases of
the transmission bit rate so that frequent upgrades of the trans-
mission layer capacity can be envisaged to match increasing
bandwidth demand with a minor impact on switching nodes
[15]. In addition, optical packet switching offers high-speed,
data rate/format transparency, and configurability, which are
some of the important characteristics needed in future networks
supporting different forms of data [16].

Fig.

Inputs

Fig. 8. Rearrangeably nonblockingx88 switch realized using 20 R 2 . . Lo
switches interconnected in the Bérarchitecture. A. Issues Concerning Optical Packet Switching

Optical packet-switched networks can be divided into two
connect input to outputj, the path taken traverses thex2 categories: slotted (synchronous) and unslotted (asynchronous).
switches in row: until it reaches colump and then traverses In a slotted network, all packets have the same size. They are
the switches in colump until it reaches outpuf. placed together with the header inside a fixed time slot, which

The crossbar architecture (Fig. 7) is wide-sense nonblockifggs a longer duration than the packet and header to provide
therefore, as long as the connection rule mentioned previouslgisard time. In a synchronous network, packets arriving at the
used. The shortest path length is 1, and the longest path lengtinsit ports must be aligned in phase with a local clock reference
2n — 1, and this is one of the main drawbacks of the crossbar §t6]. Maintaining synchronization is not a simple task in the op-
chitecture. The switch can be fabricated without any crossovetisal domain. Assuming an Internet environment, fixed-length

2)Ben&: The Bené architecture [13] (Fig. 8) is arearrangepackets imply the need to segment IP datagrams at the edge of
ably nonblocking switch architecture and is one of the mo#ie network and reassemble them at the other edge. This can be a
efficient switch architectures in terms of the number of 2 problem at very high speeds. For this reason, it is worth consid-
switches it uses to build larger switches. Ax n Benes switch  ering asynchronous operation with variable-length packets [14],
requires(n/2)(2log, n— 1) 2 x 2 switchesy being a power of [17].
2. The loss is the same through every path in the switch—eacHhPackets in an unslotted network do not necessarily have the
path goes througRlog,n — 1 2 x 2 switches. Its two main same size. Packets in an asynchronous network arrive and enter
drawbacks are that it is not wide-sense nonblocking and thath@ switch without being aligned. Therefore, the switch action
number of waveguide crossovers are required, making it difiould take place at any point in time. The behavior of packets
cult to fabricate in integrated optics. in an unslotted network is not predictable. This leads to an in-

3) Spanke—Bemse’(n-Stage Planar Architecture)This creased possibility of packet contention and therefore impacts
switch architecture (Fig. 9) is a good compromise between thegatively on the network throughput. Asynchronous operation
crossbar and BeBeswitch architectures. It is rearrangeablylso leads to an increased packet loss ratio. However, the use of
nonblocking and requires(n — 1)/2 switches. The shortest the wavelength domain for contention resolution, as is described
path length is:/2, and the longest path lengthsis There are subsequently, can counteract this. On the other hand, unslotted
no crossovers. Its main drawbacks are that it is not wide-semsgworks feature a number of advantages, such as increased ro-
nonblocking and that the loss is not uniform. bustness and flexibility, as well as lower cost and ease of setup.

4) Spanke: This architecture (Fig. 10) is suitable for buildingThereby, a good traffic performance is attained, while the use of
large nonintegrated switches. Anx n switch is made by com- complicated packet alignment units is avoided [18].
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Packets that arrive in a packet-switching node are directed
to the switch’s input interface. The input interface aligns the
packet so that they will be switched correctly (assuming the
network operates in a synchronous manner) and extracts the
routing information from the headers. This information is used
to control the switching matrix. The switching matrix performs
the switching and buffering functions. The control is electronic,
since optical logic is in too primitive a state to permit optical
control currently. After the switching, packets are directed to
the output interface, where their headers are rewritten. The op-
erating speed of the control electronics places an upper limit on
the switch throughput. For this reason, it is imperative that the
packet switch control scheme and the packet scheduling algo-
rithms are kept as simple as possible.

The header and payload can be transmitted serially on
the same wavelength. Guard times must account for payload
position jitter and are necessary before and after the payload
to prevent damages during header erasure or insertion [19].
Although there are various techniques to detect and recognize
packet headers at gigabit-per-second speed, either electroni-

Packets traveling in a packet-switched network experiengglly or optically [20], [21], it is still difficult to implement
variant delays. Packets traveling on a fiber can experience difectronic header processors operating at such high speed as to
ferent delays, depending on factors such as fiber length, tempggitch packets on the fly at every node [16].
ature variation, and chromatic dispersion [16hromatic dis-  Several solutions have been proposed for this problem. One
persionis the term given to the phenomenon by which differenf these suggestions employs subcarrier multiplexing. In this
spectral components of a pulse travel at different velocities [Hpproach, the header and payload are multiplexed on the same
In other words, because of chromatic dispersion, packets that@egelength, but the payload data is encoded at the baseband,
transmitted on different wavelengths experience different proghile header bits are encoded on a properly chosen subcar-
agation delays. The use of dispersion-compensating fiber allexér frequency at a lower bit rate. This enables header retrieval
ates the effects of chromatic dispersion. The packet propagatigithout the use of an optical filter. The header can be retrieved
speed is also affected by temperature variations. The sourceggihg a conventional photodetector. This approach features sev-
delay variations described so far can be compensated staticaliyl advantages, such as the fact that the header interpretation
and not dynamically (on a packet-by-packet basis) [16]. process can take up the whole payload transmission time, but

The delay variations mentioned previously were delays thaiso puts a possible limit on the payload data rate. If the pay-
packets experience while they are transmitted between netwlnétd data rate is increased, the baseband will expand and might
nodes. The delays that packets experience in switching nogeentually overlap with the subcarrier frequency, which is lim-
are also not fixed. The contention resolution scheme, and fted by the microwave electronics.
switch fabric, greatly affect the packet delay. In a slotted net- According to another approach, the header and the payload
work that uses fiber delay lines (FDLs) as optical buffers, ae transmitted on separate wavelengths. When the header
packet can take different paths with unequal lengths within tiheeds to be updated, it is demultiplexed from the payload
switch fabric [16]. and processed electronically. This approach suffers from fiber

Fig. 10. Strict-sense nonblocking4 switch realized using 26 x 2/2 x 1
switches interconnected in the Spanke architecture.
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Fig. 11. Assignment of packets to FDLs without the use of tunable optical wavelength converters.

dispersion, which separates the header and payload as thie the feed-forward architecture, a packet has a fixed number
packet propagates through the network. Subcarrier multiplexefdopportunities to reach its desired output [1]. Almost all the
headers have far less dispersion problems, since they are Jesg that a signal experiences in a switching node is related
close to the baseband frequency. with the passing through the switch. The feed-forward architec-
ture attenuates all signals almost equally because every packet
passes through the same number of switches.
The implementation of optical buffers using FDLs features
Two major difficulties prevail in optical packet switching:several disadvantages. FDLs are bulky and expensive. A packet
there is currently no capability of bit-level processing in the ogannot be stored indefinitely on an FDL. Generally, once a
tical domain, and there is no efficient way to store information ipacket has entered an FDL, it cannot be retrieved before it
the optical domain indefinitely. The former issue concerns tiggnerges on the other side, after a certain amount of time.
process of reading and interpreting the packet headers, whileother words, FDLs do not have random access capability.
the latter concerns the way packet contentions are resolvedpart from that, optical signals that are buffered using FDLs
an optical network. Contentions occur in the network switch@xperience additional quality degradation, since they are sent to
when two or more packets have to exploit the same resourtt@vel over extra pieces of fiber. The number of FDLs, as well
for example, when two packets must be forwarded to the sa@® their lengths, are critical design parameters for an optical
output channel at the same time. The adopted solutions to saivétching system. The number of FDLs required to achieve
these contentions are a key aspect in packet-switched netwogksgrtain packet loss rate increases with the traffic load. The
and they can heavily affect the overall network performanckength(s) of the FDLs are dictated by the packet duration(s).
The optical domain offers new ways to solve contentions bbor the reasons mentioned previously, it is desirable that the
does not allow the implementation of methods that are widehged for buffering is minimized. If the network operates in a
used in networks today. Three methods for contention resolutisynchronous manner, the need for buffering is greatly reduced.
are analyzed in the following: buffering, deflection routing, and The wavelength dimension can be used in combination
wavelength conversion. with optical buffering. The use of the wavelength dimension
1) Buffering: The simplest solution to overcome the conminimizes the number of FDLs. Assuming thatvavelengths
tention problem is to buffer contending packets, thus exploitirégn be multiplexed on a single FDL, each FDL has a capacity
the time domain. This technique is widely used in tradition&@f n packets. The more wavelengths, the more packets can
electronic packet switches, where packets are stored in @& stored on each delay line. Tunable optical wavelength
switch’s random access memory (RAM) until the switch isonverters (TOWCs) can be used to assign packets to unused
ready to forward them. Electronic RAM is cheap and fast. Otavelengths in the FDL buffers [22].
the contrary, optical RAM does not exist. FDLs are the only When TOWCs are not employed, and two packets that have
way to “buffer” a packet in the optical domain. Contendinghe same wavelength need to be buffered simultaneously, two
packets are sent to travel over an additional fiber length and &feLs are needed to store the packets (Fig. 11). By using
thus delayed for a specific amount of time. TOWCs to assign packets to unused wavelengths in the FDL
Optical buffers are either single-stage or multistage, whelgffers, a reduction in the number of FDLs in the WDM packet
the term stage represents one or more parallel continuous pig#éch is obtained.
of delay line [16]. Optical buffer architectures can be further As shown in Fig. 12, one of the two packets that have the
categorized into feed-forward architectures and feedback arc¥tme wavelength and need to be buffered simultaneously can
tectures [1]. In a feedback architecture, the delay lines connggtconverted to another wavelength. Then, both packets can be
the outputs of the switch to its inputs. When two packets cofitored in the same FDL. Packets are assigned to a wavelength
tend for the same output, one of them can be stored in a defiya particular FDL by the buffer control algorithm. The choice
line. When the stored packet emerges at the output of the FDLoftthe buffer control algorithm is also a critical decision, since
has another opportunity to be routed to the appropriate outpiican greatly affect the packet loss rate. In [23], four different
If contention occurs again, the packet is stored again and gfntrol algorithms are presented and evaluated. It is assumed
whole process is repeated. Although it would appear so, a paclk’étt packets have variable lengths, which are multiples of a basic
cannot be stored indefinitely in a feedback architecture, becadigee unit (slot) and that new packets arrive only at the beginning
of unacceptable loss. In a feedback architecture, arriving packetgach time slot. The algorithms presented follow.
can preempt packets that are already in the switch. This allowsPure round robin:Packets are assigned to wavelengths in a
the implementation of multiple QoS classes. round robin fashion. There is no effort to determine whether a

B. Contention Resolution
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Fig. 12. Assignment of packets to FDLs using tunable optical wavelength converters.

wavelength is available or not. Packets are served in the ordatefinite amount of time. The looping of packets contributes

of arrival. This algorithm minimizes the control complexityto increased delays and degraded signal quality for the looping

but has a poor performance in terms of packet loss rate goatkets, as well as an increased load for the entire network [26].

does not utilize the FDL buffer efficiently. Loops can be avoided by maintaining a hop counter for each de-

» Round robin with memoryrhis algorithm assigns packets toflected packet. When this counter reaches a certain threshold,
wavelengths in a round robin fashion but also tracks the diie packet is discarded. Another approach focuses on the devel-
cupancy of each wavelength. If an arriving packet is assignedment of deflection algorithms that specifically avoid looping.

to a wavelength with full occupancy, the algorithm then re- 3) Wavelength ConversionThe additional dimension thatis

assigns the packet to the next available wavelength. unique in the field of optics, the wavelength, can be utilized for
* Round robin with memory, finding minimum occupancy @bntention resolution. If two packets that have the same wave-
the buffer This algorithm assigns packets to the least occlength are addressing the same switch outlet, one of them can be
pied wavelength. converted to another wavelength using a tunable optical wave-
« Shortest packet first and assign to minimum occupan®ngth converter. Only if the wavelengths run out is it neces-
buffer. This algorithm sorts arriving packets according tsary to resort to optical buffering. This technique reduces the
their length and assigns the shortest packet to the leawfficiency in using the FDLs, particularly in asynchronous

occupied wavelength. switching architectures [17].

2) Deflection Routing: This technique resolves contentions By splitting the traffic load on several wavelength channels
by exploiting the space domain. If two or more packets needand by using tunable optical wavelength converters, the need
use the same output link to achieve minimum distance routirfgr optical buffering is minimized or even completely elim-
then only one will be routed along the desired link, while otheisated. The authors of [27] consider a WDM packet switch
will be forwarded on paths that may lead to greater than miwithout optical buffers. The network considered operates in a
imum distance routing [16]. The deflected packets may follogynchronous manner, and the traffic is assumed to be random
long paths to their destinations, thus suffering high delays. With a load of 0.8. Results obtained by simulations and calcu-
addition, the sequence of packets may be disturbed. lations show that, when more than 11 WDM channels are used,

Deflection routing can be combined with buffering in ordethe packet loss probability is less than 10 even without any
to keep the packet loss rate below a certain threshold. Defleptical buffers [27]. This scheme solves the problem regarding
tion routing without the use of optical buffers is often referredptical buffering. It does, however, require an increase in the
to as hot-potato routing. When no buffers are employed, thember of TOWCs, since for each wavelength channel at a
packet's queuing delay is absent, but the propagation delaysigitch input, one tunable wavelength converter is needed. For
larger than in the buffer solution because of the longer routasl6x 16 switch with 11 wavelengths per input, this results
that packets take to reach their destination. Simple deflectitn176 wavelength converters. The size of the space switch,
methods without buffers usually introduce severe performanieewever, is greatly reduced when there are no optical buffers.
penalties in throughput, latency, and latency distribution [24]If wavelength conversion is used in combination with FDLs,

The most important advantage of the deflection routinpe number of required converters is considerably reduced. By
method is that it does not require huge efforts to be implesing only two FDLs, the number of wavelength channels is
mented, neither in terms of hardware components, nor in ternesluced from 11 to 4, which results to a considerable decrease
of control algorithms. The effectiveness of this techniquef ~64% in the number of converters [27].
critically depends on the network topology; meshed topologiesin order to reduce the number of converters needed while
with a high number of interconnections greatly benefit frorkeeping the packet loss rate low, wavelength conversion must
deflection routing, whereas minor advantages arise from mdre optimized. Not all packets need to be shifted in wavelength.
simple topologies [15]. Moreover, clever deflection rules canecisions must be made concerning the packets that need con-
lead to an increase in the network throughput. These rulearsion and the wavelengths to which they will be converted.
determine which packets will be deflected and where they will
be deflected. For example, the alternate link(s) could be foupd pscket Switch Architectures
using the second shortest path algorithm. If link utilizations
are also taken into account, the packet may be deflected to ad) General: A general optical WDM packet switch that
underutilized link in order to balance the network load. is employed in a synchronous network consists of three main

When deflection is implemented, a potential problem th&{0cks (Fig. 13) [28].
may arise is the introduction of routing loops. If no action is < Cell encoderPackets arriving at the switch inputs are se-
taken to prevent loops, then a packet may return to nodes that lected by a demultiplexer, which is followed by a set of
it has already visited and may remain in the network for an tunable optical wavelength converters that address free
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Fig. 13. WDM packet switch.

space in the FDL output buffers. O/E interfaces situatégk., for V inputs, each carrying wavelengthsy N wavelength
after the demultiplexers extract the header of each packenverters will have to be employed. However, as is noted in
where the packet’s destination is written and thus detd®5], only a few of the available TOWCs are simultaneously uti-
mine the proper switch outlet. This information is usetized; this is due to two main reasons.
to control the switch. In addition, optical packet synchro- « Unless a channel load of 100% is assumed, not all chan-
nizers must be placed at the switch inlets to assure syn- nels contain packets at a given instant.
chronous operation. » Not all of the packets contending for the same output line
* Nonblocking space switcfThis switch is used to access have to be shifted in wavelength because they are already
the desired outlet as well as appropriate delay line in the  carried by different wavelengths.
output buffer. The size of the space switch in terms of gatesThese observations suggest an architecture in which the
is Nn x N(B/n + 1), wheren is the number of wave- TOWCs are shared among the input channels and their number
lengths per fiberN is the number of input and outputis minimized so that only those TOWCs strictly needed to
fibers, andB is the number of packet positions in theschieve given performance requirements are employed.
buffer (hence B /n is the number of FDLs). A bufferless packet switch with shared tunable wavelength
« Buffers The switch buffers are realized using FDLs.  converters is shown in Fig. 14. This switch is equipped with a
The effect of an increase in the number of wavelength chamamberr of TOWCs, which are shared among the input chan-
nels on the switch throughput is studied in [22]. Simulations thaels. At each input line, a small portion of the optical power is
were carried out by the authors of [22] show that the product t&pped to the electronic controller, which is not shown in the
the number of fibers in the buffer and the number of wavelendtigure. The switch control unit detects and reads packet headers
channelsn x (B/n + 1)) remains almost constant when theand drives the space switch matrix and the TOWCs. Incoming
number of wavelengths is increased. Since the size of the gackets on each input are wavelength demultiplexed. An elec-
tical switch depends on this product, it is evident that the size wbnic control logic processes the routing information contained
the space switch remains almost constant when the numbeirogach packet header, handles packet contentions, and decides
wavelength channels is increased. Therefore, by increasing iach packets have to be wavelength shifted. Packets not re-
number of wavelength channels, the throughput of the switgairing wavelength conversion are directly routed toward the
(which is equal taV x n x p times the channel bit rate, whese output lines; on the contrary, packets requiring wavelength con-
is the channel load) is increased without increasing the numbersions will be directed to the pool of TOWCs and, after a
of gates in the space switch. proper wavelength conversion, they will reach the output line.
The component count for the total switch does not remain The issue of estimating the number of TOWCs needed to sat-
constant when more wavelength channels are added. E&fh predefined constraints on the packet loss is addressed in
channel that is added requires an extra TOWC. Additional siff25]. Packet arrivals are synchronized on a time slot basis and,
ulations show that when tunable optical wavelength convertdrance, the number of converters needed at a given time slot de-
are employed, the higher allowed burstiness is increased. pends only on the number of packets arriving at such a slot.
example, for a fixed throughput per fiber equal to 0.8 anthe performance of the switch, expressed in terms of packet
four wavelength channels, the uses of TOWCs increases tbes probability depends only on the traffic intensity. Thus, both
tolerated burstiness from 1.1 to 3.2 [22]. the converters’ dimensioning procedures and the switch perfor-
2) Shared Wavelength Converterk the packet switch ar- mance hold for any type of input traffic statistic. The dimen-
chitecture described previously, tunable optical wavelength caiening of the converters does not depend on the considered
verters were used to handle packet contentions and efficierttigffic type but only on its intensity.
access the packet buffers. The use of TOWCs greatly improveLonverter sharing allows a remarkable reduction of the
the switch performance but results in an increase in the compmmber of TOWCs with respect to that needed by other switch
nent count and thus cost. In the scheme discussed previouslgréhitectures in which there are as many TOWCs as the input
wavelength converter is required for each wavelength channgtannels. The drawbacks involved in the sharing of TOWCs
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Fig. 14. Packet switch employing shared tunable wavelength converters.

that remain to be dealt with are 1) the enlargement of thpeoject in which the study of the packet-switched optical net-
switching matrix in order to take into account the sharing afiork layer has been extended [18], [19]. The KEOPS proposal
TOWCs and 2) the introduction of an additional attenuatiatkefines a multigigabit-per-second interconnection platform for
of the optical signal caused by crossing the switching matrend-to-end packetized information transfer that supports any
twice. dedicated electronic routing protocols and native WDM optical
3) Limited-Range Wavelength ConvertefBhe wavelength transmission.
converters that were employed in the switch architecturesin KEOPS, the duration of the packets is fixed; the header
discussed previously were assumed to be capable of convertifg its attached payload are encoded on a single wavelength
to and from wavelengths over the full range of wavelengthgarrier. The header is encoded at a low fixed bit rate to allow
In practical systems, a wavelength converter normally haste utilization of standard electronic processing. The payload
limited range of wavelength conversion capability. Moreoveguration is fixed, regardless of its content; the data volume is
a wide range wavelength conversion may slow down thgoportional to the user-defined bit rate, which may vary from
switching speed because it would take a longer time to tunga2 Mb/s to 10 Gb/s, with easy upgrade capability. The fixed
wavelength over a wider range. packet duration ensures that the same switch node can switch
The architecture of a packet switch with limited-range wavgrackets with variable bit rates. Consequently, the optical packet
length converters does not differ from the switches describgdtwork layer proposed in KEOPS can be considered both bit
previously [29]. Output buffers are realized as FDLs in whickate and, to some degree, also transfer mode transparent, e.g.,
n packets can be stored simultaneousiywavelengths). The poth ATM cells and IP packets can be switched.

wavel_ength of each packet cannot pe _converted to any of therpe final report on the KEOPS project [19] suggests a 14-B

n available wavelengths due to the limited range of the wavgaciet header. Of that, 8 B are dedicated to a two-level hier-

length converters, so each packet is not able to access all avglly,y of routing labels. Then, 3 B are reserved for functional-

able wavelengths in an output buffer. _ities such as identification of payload type, flow control infor-
The wavelength conversion capability is measured usifghion packet numbering for sequence integrity preservation,

the wavelength conversion degree. A wavelength converlgfy header error checking. A 1-B pointer field flags the position

with conversion degree is able to convert a wavelength 04t the hayioad relative to the header. Finally, 2 B are dedicated

any wavelength of its/ higher wavelengths and any of it5 ;; the header synchronization pattern.

lower wavelengths. Wheth = n, the limited-range wavelength Each node in the KEOPS network has the following sub-

conversion becomes the same as the full-range Wavelengfh )

: i ; X . : ocks:

conversion. Simulations carried out in [29] for various types

of data traffic showed that, when the wavelength conver- < aninputinterface, defined as a “coarse-and-fast” synchro-

sion capability reaches a certain threshold, the performance nizer that aligns the incoming packets in real time against

improvement is marginal if more wavelength conversion the switch master clock;

capability is subsequently added. < aswitching core that routes the packets to their proper des-
4) KEOPS (KEys to Optical Packet Switchingh 1995, tination, solves contention, and manages the introduction

the European ATMOS (ATM Optical Switching) project was of dummy packets to keep the system running in the ab-

succeeded by the KEOPS (KEys to Optical Packet Switching) sence of useful payload;
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switching fabric were evaluated exhaustively. The first one h=2 :><: o~
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D 4

(wavelength routing switch) utilizes WDM to execute switching
while the second one (broadcast and select switch) achieves angle
high internal throughput due to WDM. Fig. 15 shows the
broadcast and select switch suggested in KEOPS (electrofift 16-  Schematic of the data-vortex topology € 5, H = 4, C' = 3).
control not shown).
The principle of operation for the broadcast and select switelguals the available number of output ports, the total number
can be described as follows. Each incoming packet is assigrédouting nodes is given byH )(A)(log, H + 1) for a switch
one wavelength through wavelength conversion identifying ifabric with input/output (1/O) ports.
input port and is then fed to the packet buffer. By passive split- In Fig. 16, an example of a switch fabric is shown. The routing
ting, all packets experience all possible delays. At the outpiaurs are seen from the top and the side. Each cross point shown
of each delay line, multiwavelength gates select the packets bthe routing node, labeled uniquely by the coordidate, k),
longing to the appropriate time slot. All wavelengths are gatethere0 < a < 4,0 < ¢ < C,0 < H < h. Packets are in-
simultaneously by these gates. Fast wavelength selectors jaoted at the outermost cylindér = 0) from the input ports
used to select only one of the packets, i.e., one wavelength. Mahd emerge at the innermost cylinder= log, H) toward the
ticasting can be achieved when the same wavelength is selectetput ports. Each packet is self-routed by proceeding along
at more than one output. When the same wavelength is seledtesl angle dimension from the outer cylinder toward the inner
at all outputs, broadcasting is achieved. cylinder. Every cylindrical progress fixes a specific bit within
5) The Data-Vortex Packet Switchfhe data-vortex archi- the binary header address. This hierarchical routing procedure
tecture [24], [30] was designed specifically to facilitate opticalllows the implementation of a technique of WDM-header en-
implementation by minimizing the number of the switchingoding, by which the single-header-bit-based routing is accom-
and logic operations and by eliminating the use of internglished by wavelength filtering at the header retrieval process.
buffering. This architecture employs a hierarchical structur8jnce the header bits run at the rather low packet rate, there is
synchronous packet clocking, and distributed-control signalimg requirement of high-speed electronics within the node.
to avoid packet contention and reduce the necessary numbePackets are processed synchronously in a highly parallel
of logic decisions required to route the data traffic. All packetmanner. Within each time slot, every packet within the switch
within the switch fabric are assumed to have the same size amdgresses by one angle forward in the given direction, either
are aligned in timing when they arrive at the input ports. Thedong the solid line toward the same cylinder or along the
timing and control algorithm of the switch permits only onelashed line toward the inner cylinder. The solid routing pattern
packet to be processed at each node in a given clock fraraethe specific cylinder shown can be constructed as follows.
and therefore, the need to process contention resolutionFisst, we divide the total number of nodes along the height
eliminated. The wavelength domain is additionally used fato 2¢ subgroups, where is the index of the cylinders. The
enhance the throughput and to simplify the routing strategy. first subgroup is then mapped as follows. For each step, we map
The data-vortex topology consists of routing nodes that lie ¢ralf of the remaining nodes at andle) from the top to half of
a collection of concentric cylinders. The cylinders are charattie remaining nodes at angle + 1) from bottom in a parallel
terized by a height paramet@il ) corresponding to the numberway. This step is repeated until all nodes of the first subgroup
of nodes lying along the cylinder height, and an angle paramre mapped from angléx) to angle (a + 1). If multiple
eter(A), typically selected as a small odd numiper10), cor- subgroups exist, the rest of them copy the mapping pattern of
responding to the number of nodes along the circumferendiee first subgroup. The solid routing paths are repeated from
The total number of nodes {g7)( A) for each of the concentric angle to angle, which provide permutations between “1” and
cylinders. The number of cylinde(€) scales with the height “0” for the specific header bit. At the same time, due to the
parameter a€' = log,(H )+1. Because the maximum availablesmart twisting feature of the pattern, the packet-deflection
number of input ports into the switch is given g§ )(A), which  probability is minimized because of the reduced correlation
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Fig. 17. The evolution toward photonic networking.

between different cylinders. The dashed-line paths betwefen optical internetworks and the optical Internet [31]. The
neighboring cylinders maintain the same height index growth in IP traffic exceeds that of the IP-packet- processing
because they are only used to forward the packets. By allowiogpability. Therefore, the next-generation backbone networks
the packet to circulate, the innermost cylinder also alleviatshould consist of IP routers with IP-packet-switching capability
the overflow of the output-port buffers. and OXCs with wavelength-path-switching capability to reduce
The avoidance of contention, and thereby reduction of prtite burden of heavy IP-packet-switching loads. This has raised
cessing necessary at the nodes, is accomplished with sepaaatamber of issues concerning the integration of the IP-routing
control bits. Control messages pass between nodes beforeftimetionality with the functionality offered by optical transport
packet arrives at a given node to establish the right of wayetworks [32].
Specifically, a node A on cylinder has two input ports: one  The outcome of this integration will enable service providers
from a node B on the same cylinder and one from a node to carry a large volume of traffic in a cost-efficient manner and
C on the outer cylindet — 1. A packet passing from B to A will thus improve the level of services provided. Current data
causes a control signal to be sent from B to C that blocks datetwork architectures do not seem capable of living up to the
at C from progressing to A. The blocked packet is deflected andnstantly increasing expectations [33]. Today's data networks
remains on its current cylinder level. As mentioned previousliypically have four layers: IP for carrying applications and ser-
the routing paths along the angle dimension provide permutaces, ATM for traffic engineering, synchronous optical net-
tions between “1” and "0” for the specific header bit. Therework/synchronous digital hierarchy (SONET/SDH) for trans-
fore, after two node hops, the packet will be in a position toort, and dense wavelength-division multiplexing (DWDM) for
drop to an inner cylinder and maintain its original target patleapacity (Fig. 17). The IP layer provides the intelligence re-
The control messages thus permit only one packet to enteguared to forward datagrams, while the ATM layer switches pro-
node in any given time period. Because the situation of two wide high-speed connectivity. Because there are two distinct ar-
more packets contending for the same output port never occahngtectures (IP and ATM), separate topologies, address spaces,
in the data vortex, it significantly simplifies the logic operationsouting and signaling protocols, as well as resource allocation
atthe node and, therefore, the switching time, contributing to teehemes, have to be defined [33].
overall low latency of the switching fabric. Similar to conver- This architecture has been slow to scale for very large vol-
gence routing, the control mechanism and the routing topologgnes of traffic and, at the same time, fairly cost-ineffective. Ef-
of the data-vortex switch allow the packets to converge towafektive transport should optimize the cost of data multiplexing
the destination after each routing stage. The fixed priority givexs well as data switching over a wide range of traffic volumes.
to the packets at the inner cylinders by the control mechanisthseems certain that DWDM and OXCs will be the preferred
allows the routing fairness to be realized in a statistical sensptions for the transport and switching of data streams, respec-
The data vortex has no internal buffers; however, the switch fively. Slower data streams will have to be aggregated into larger
self essentially acts as a delay-line buffer. Buffers are locatedes that are more suitable for DWDM and OXCs. In order
at the input and output ports to control the data flow into artd eliminate the SONET/SDH and ATM layers, their functions
out of the switch. If there is congestion at an output buffer, thraust move directly to the routers, OXCs, and DWDMs [33].
data waiting to leave to that buffer circulates around the lower
cylinder and, thus, is optimally positioned to exit immediatelp. Multiprotocol Label Switching

as soon as the output ports are free. Multiprotocol label switching (MPLS) [34][36] is a tech-
nigue that attempts to bridge the photonic layer with the IP layer
in order to allow for interoperable and scalable parallel growth

Since 1995, there has been a dramatic increase in data traffithe IP and photonic dimensions. In a network that uses MPLS,
driven primarily by the explosive growth of the Internet as wekll forwarding decisions are based on labels previously assigned
as the proliferation of virtual private networks, i.e., networki data packets. These labels are fixed-length values that are car-
that simulate the operation of a private wide area networled in the packets’ headers. These values specify only the next
over the public Internet. As IP increasingly becomes thwp and are not derived from other information contained in the
dominant protocol for data (and in the future voice and videtieader. Routers in an MPLS network are called label-switching
services, service providers and backbone builders are facedters (LSRs). Packets are forwarded from one LSR to another,
with a growing need to devise optimized network architecturéisus forming label-switched paths (LSPs).

IV. GENERALIZED MULTIPROTOCOLLABEL SWITCHING
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Fig. 18. Packet traversing a label switched path.

Labels are significant only in the current link and are used t@arding component searches its forwarding table. If the next
identify a forwarding equivalence class (FEC). An FEC is a shop is not a label switch, the egress switch discards the label
of packets that are forwarded over the same path through a raated forwards the packet using conventional longest-match IP
work. FECs are mapped to LSPs. Packets belonging to the sdorevarding. Fig. 18 illustrates the course of a packet traversing
FEC do not necessarily have the same destination. Packetsaai.SP [39].
be assigned to FECs, depending on their source and destinatioib.abel swapping provides a significant number of operational
QoS requirements, and other parameters. This is particularly ®enefits when compared with conventional hop-by-hop network
vantageous for service providers. The network is so flexibleyer routing. These benefits include tremendous flexibility in
that new services can be added by simply modifying the walye way that packets are assigned to FECs, the ability to con-
in which packets are assigned to FECs. struct customized LSPs that meet specific application require-

The separation of forwarding information from the content ahents, and the ability to explicitly determine the path that the
the IP header allows the MPLS to be used with such devicestasffic will take across the network.

OXCs, whose data plane cannot recognize the IP header. LSREhe MPLS framework includes significant applications, such
forward data using the label carried by the data. This label, coas constraint-based routing. This allows nodes to exchange in-
bined with the port on which the data was received, is usedfrmation about network topology, resource availability, and
determine the output port and outgoing label for the data.  even policy information. This information is used by the algo-

The MPLS control component is completely separate frorithms that determine paths to compute paths subject to spec-
the forwarding component. The control component uséffed resource and/or policy constraints. After the computation
standard routing protocols to exchange information with othef paths, a signaling protocol such as the Resource Reservation
routers to build and maintain a forwarding table. When packe$gtup Protocol (RSVP) is used to establish the routes that were
arrive, the forwarding component searches the forwardimgmputed, and thus, the LSP is created. Then, the MPLS data
table maintained by the control component to make a routipgane is used to forward the data along the established LSPs.
decision for each packet. Specifically, the forwarding comp@onstraint-based routing is used today for two main purposes:
nent examines information contained in the packet's headggffic engineering (replacement for the ATM as the mecha-
searches the forwarding table for a match, and directs thism for traffic engineering) and fast reroute (an alternative to
packet from the input interface to the output interface acroSONET as a mechanism for protection/restoration). In other
the system’s switching fabric. By completely separating thgords, enhancements provided by the MPLS to IP routing make
control component from the forwarding component, eadhpossible to bypass ATM and SONET/SDH by migrating func-
component can be independently developed and modified. Tihs provided by these technologies to the IP/MPLS control
only requirement is that the control component continues pdane.
communicate with the forwarding component by managing the
packet-forwarding table [39]. ; ; L

The MPLS forwarding component is based on a IabeI—swa%l Generalized Multiprotocol Label Switching
ping forwarding algorithm. The fundamental operations to this GMPLS extends MPLS to support not only devices that per-
algorithm are the label distribution and the signaling operatiorferm packet switching, but also those that perform switching in
At the ingress nodes of the network, packets are classified a&hd time, wavelength, and space domains. This requires modifi-
assigned their initial labels. In the core of the network, labehtions to current signaling and routing protocols and has also
switches ignore the packet's network layer header and simpliggered the development of new protocols, such as the link
forward the packet using the label-swapping algorithm. Whenanagement protocol (LMP) [40]. Wavelength paths, called op-
a labeled packet arrives at a switch, the forwarding comptieal LSPs (OLSPs), are set and released in a distributed manner
nent uses the input port number and label to perform an exaeised on the functions offered by the GMPLS. LSRs are able to
match search of its forwarding table. When a match is foundynamically request bandwidth from the optical transport net-
the forwarding component retrieves the outgoing label, the outerk. The establishment of the necessary connections is han-
going interface, and the next-hop address from the forwardid@ed by OXCs, which use labels that map to wavelengths, fibers,
table. The forwarding component then swaps the incoming laltiehe slots, etc. This implies that the two control planes (for
with the outgoing label and directs the packet to the outboubh&Rs and OXCs) are in full cooperation. However, GMPLS
interface for transmission to the next hop in the LSP. Whatoes not specify whether these two control planes are integrated
the labeled packet arrives at the egress label switch, the for-separated.
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This means that there can be two operational models as providers will need to deploy hundreds of parallel fibers,
well as a hybrid approach that combines these two models. each carrying hundreds of lambdas between a pair of net-
The overlay model [33] hides details of the internal network, work elements. This, in turn, raises three subissues.
resulting in two separate control planes with minimal inter-
action between them. One control plane operates within the
core optical network, and the other between the core and the
surrounding edge devices [this control plane is called the user
network interface (UNI)]. The edge devices support lightpaths
that are either dynamically signaled across the core optical
network or statically provisioned without seeing inside the
core’s topology. On the contrary, according to the peer model
[33], edge devices are able to see the topology of the network.
This allows edge devices to participate in the making of routing
decisions, thus eliminating the artificial barriers between the
transport and the routing domains. According to the hybrid
model, some devices function as peers, thus implementing
an integrated control plane, while others have their separate3) Fast fault detection and isolation and fast failover to an
control planes and interface with the core network through the  alternate channel are needed.

UNI. 4) The user data carried in the optical domain is transpar-

It is evident that, in order to employ GMPLS, OXCs must be ently switched to increase the efficiency of the network.
able to exchange control information. One way to support this This necessitates transmitting control-plane information
is to preconfigure a dedicated control wavelength between each  decoupled from user data.
pair of adjacent OXCs, or between an OXC and a router, andgpme of the enhancements that aim to resolve the issues men-
to use this wavelength as a supervisory channel for exchangged here follow.
of control traffic. Another possibility is to construct a dedicated Link Bundling: As mentioned previously, the link-state data-
out-of-band IP network for the distribution of control traffic. base consists of all the nodes and links in a network, along with

Consider a network as a directed graph whose nodes tire attributes of each link. Because of the large number of nodes,
network elements (MPLS switches, cross-connects, etc.) ahe link-state database for an optical network can easily be sev-
whose edges are links (fibers, cables, etc.). Each edge in énal orders of magnitude bigger than that for an MPLS network.
graph has associated attributes, such as IP addresses, co3$t address this issue, several parallel links of similar charac-
and unreserved bandwidth. A link-state protocol allows alkristics can be aggregated to form a single “bundled” link [33].
the nodes to dynamically coordinate a coherent up-to-dafhis reduces the size of the link-state database by a large factor
picture of this graph, including the attributes of each edgend improves the scalability of the link-state protocol. By sum-
This picture of the graph is referred to as the link-state dataarizing the attributes of several links into one bundled link,
base. Once the link-state database is synchronized amongsathe information is lost; for example, with a bundle of SONET
participating routers, each router uses the database to constiugs, the switching capability of the link interfaces are flooded.
its own forwarding table. When a packet arrives at a router, Unnumbered Links:All the links in an MPLS network are
the forwarding table is then consulted to determine how t9pically assigned IP addresses. When a path is computed
forward the packet. Should the status of any link be chang&Hrough the network, the links that constitute the path are
including adding or removing links, the link-state databasgentified by their IP addresses; this information is conveyed
must be resynchronized, and all of the routers must recalculggethe signaling protocol, which then sets up the path. Thus, it
their forwarding tables using the updated information in thgould seem that every link must have an IP address. However,
link-state database. this is very difficult for optical networks, because of their large

Several enhancements to GMPLS have been proposednimmber of links.

[38], an overview of signaling enhancements and recoveryThis problem can be solved if each network node numbers its
techniques is presented, while [37] concerns itself with thigks internally [33]. Each node is identified by a unique router
challenges and possible enhancements regarding opti(EéHn order to identify a particular link, the tuple [routerID, link
network restoration. In [33], enhancements to routing afmber]is used. The reduction of management effort in config-

management are suggested in order to address the followitd IP addresses, tracking allocated IP addresses, and dealing
issues. with the occasional duplicate address allocation is a significant

savings, especially in the context of optical networks.

1) MPLS LSPs can be allocated bandwidth from a Link Management ProtocolThe LMP runs between adja-
continuous spectrum, whereas optical/TDM (time-divicent nodes and is used for both link provisioning and fault iso-
sion-multiplexed) bandwidth allocation is from a smallation [33]. A key service provided by LMP is the associations
discrete set of values. between neighboring nodes for the component link IDs that

2) Today, there are rarely more than ten parallel links besay, in turn, be used as labels for physical resources. These
tween a pair of nodes. To handle the growth of traffi@ssociations do not have to be configured manually, a poten-

a) The overall number of links in an optical/TDM net-
work can be several orders of magnitude larger than
that of an MPLS network.

b) Assigning IP addresses to each link in an MPLS
network is not particularly onerous; assigning IP
addresses to each fiber, lambda, and TDM channel
is a serious concern because of both the scarcity of
IP addresses and the management burden.

¢) ldentifying which port on a network element is con-
nected to which port on a neighboring network
element is also a major management burden and
highly error-prone.
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tially error-prone process. A significant improvement in marsptical network (ASON) [41]. This recommendation describes
ageability accrues because the associations are created bythbeset of control-plane components that are used to manipulate
protocol itself. transport network resources in order to provide the function-
Within a bundled link, the component links and associatedlity of setting up, maintaining, and releasing connections. The
control channel need not be transmitted over the same ph&SON is meant to serve as a reference architecture for service
ical medium. LMP allows for decoupling of the control channebroviders and protocol developers. This section provides an
from the component links. For example, the control channeverview of the main features of the ASON as well as some of
could be transmitted along a separate wavelength or fiber or otee differences with respect to the GMPLS.
a separate Ethernet link between the two nodes. A consequencehe purpose of the ASON control plane is to
of allowing the control channel for a link to be physically di-
verse from the component links is that the health of a control
channel of a link does not correlate to the health of the compo-
nent links, and vice versa. Furthermore, due to the transparent
nature of photonic switches, traditional methods can no longer
be used to monitor and manage links. . _
LMP is designed to provide four basic functions for a have previously been set up;

node pair: control channel management, link connectivity * perform a restoration fun(.:tlon. o ) )
verification, link property correlation, and fault isolation. 1he ASON control plane will be subdivided into domains

Control channel management is used to establish and maint&@t match the administrative domains of the network. Within
connectivity between adjacent nodes. The link verificatiod gdmmlstratlve do'mam,the control plane may be further.sub-
procedure is used to verify the physical connectivity of th@ivided, e.g., by actions from the management plane. This al-
component links. The LinkSummary message of LMP providé@Vs the separation of resources into, for example, domains for
the correlation function of link properties (e.g., link 1D’s,9€0graphic regions, that can be further divided into domains
protection mechanisms, and priorities) between adjacent nod@&t contain different types of equipment. Within each domain,
This is done when a link is first brought up and may be repeatEtf control plane may be further subdivided into routing areas
any time a link is up and not in the verification procedurébr scalability, which may also be further subdivided into sets
Finally, LMP provides a mechanism to isolate link and chann@f control components. The transport-plane resources used by
failures in both opaque and transparent networks, independ@}ﬁASON will be partitioned to match the subdivisions created
of the data format. within the control plane [41].

In [32], an Open Shortest Path First (OSPF) extension is The interconnection between domains, routing areas, and,
proposed for the realization of multilayer traffic engineeringvhere required, sets of control components is described in terms
According to this extension, each node advertizes both tAkreference points. The reference point between an adminis-
number of total wavelengths and the number of unused wayeative domain and an end user is the UNLI. The reference point
lengths for each link. This information is passed to all egre§§tween domains is the external network—network interface
nodes using an extended signaling protocol, so that they &eNNI). The reference point within a domain between routing
aware of the link state, and it is taken into account in trfeas and, where required, between sets of control components
establishment of new optical LSPs. Additional extensions aiwithin routing areas is the internal network—network interface
at the minimization of the number of wavelength conversiodsNNI). Each reference point has different requirements on
needed. Wavelength conversion is a very expensive operatiof1f degree of information hiding [42]. In particular, the UNI
all-optical photonic networks. Apart from the protocol extenbides all routing and addressing information pertaining to the
sions, a heuristics-based multiplayer topology design schemé&grior of the network from the user. The ASON is very clear
proposed in [32]. This scheme uses IP traffic measurements ifrathe fact that users should belong to a different address space
GMPLS switch to yield the OLSP that minimizes network costrom internal network nodes. The I-NNI is a trusted reference
in response to fluctuations in IP traffic demand. In other wordg0int. Full routing information can be flooded. The E-NNI lies
the OLSP network topology is dynamically reconfigured t§0mewhere in between.
match IP traffic demand. The ASON control plane separates call control from con-

From a service provider's perspective, GMPLS offers adiection control. Call control is a signaling association between
vanced management and control. Carriers will greatly benedibe or more user applications and the network to control the
from a single common set of management semantics tis&tup, release, modification, and maintenance of sets of con-
unifies heterogeneous optical networks and delivers consistaattions. Call control is used to maintain the association be-
information across all elements. The lack of such unifiedveen parties, and a call may embody any number of underlying
management information throttles today’s optical networkspnnections, including zero, at any instance of time. In order
limiting performance and cost-effectiveness [40]. to establish a call, signaling messages are exchanged between
the calling and the called parties and the network. Specifically,
the calling party’s call controller contacts the network call con-
troller, which, in turn, contacts the call controller of the called

The ITU-T recommendation G.8080/Y.1304 specifies thgarty. After a call has been accepted, it may request the estab-
architecture and requirements for the automatically switchéshment of one or more connections. Decisions concerning the

« facilitate fast and efficient configuration of connections
within a transport layer network to support both switched
(user requests) and soft permanent connections (manage-
ment request);

« reconfigure or modify connections that support calls that

C. Automatically Switched Optical Network
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establishment of connections are made by the connection cdisassembled into the original packets and delivered with the

troller. It must be noted that the connection controller commusual methods.

nicates only with the network call controller and not with any A burst-switched network that has been properly designed

of the parties involved in the call. can be operated at reasonably high levels of utilization, with ac-
The information needed to determine whether a connectioaptably small probability that a burst is discarded due to lack

can be established is provided by the routing controller. Thepéan available channel or storage location, thus achieving very

are two roles of the routing controller. good statistical multiplexing performance. When the number of

« The routing controller responds to requests from CO,q_yavel_ength channels is large, reagonably good statistical mul-
nection controllers for path (route) information needetiplexing performance can be obtained with no burst storage at

to set up connections. This information can vary frorfll [49].

end—to—end (e.g., source routing) to next hop. A. Network and Node Architecture
» The routing controller responds to requests for topology S _
information for network management purposes. The transmission links in a burst-switched system carry mul-
If the requirements for a specific connection are not métple channels, any one of which can be dynamically assigned
the parties involved may renegotiate the connection parametér& user data burst. The channels are wavelength-division mul-
without terminating the current call. When a call needs to Biplexed. One channe_l (at least) on each link is desugnated as a
terminated, signaling messages must also be exchanged. control channel, and is used to control dynamic assignment of
An obvious difference between the ASON and the GMPL&€ remaining channels to user data bursts. It is also possible to
is the way in which the network is envisaged. GMPLS switchd¥ovide a separate fiber for each channel in a multifiber cable.
are seen as operating in a GMPLS-only cloud of peer networklN principle, burst transmission works as follows. Arriving
elements. Nodes at the edge of the cloud are capable of Bgckets are assembled to form bursts at the edge of the OBS
cepting non-GMPLS protocol data and tunneling it across tRE€tWork. The assembly strategy is a key design issue and is dis-
GMPLS cloud to other edge nodes. All the nodes and links tHfzSsed later in this paper. Shortly before the transmission of a
constitute the GMPLS network share the same IP address spR&St: & control packet is sent in order to reserve the required
and the GMPLS implies a trusted environment. On the contralj@nsmission and switching resources. Data is sent almost im-
the ASON views the network as one composed of domains tiagdiately after the reservation request without receiving an ac-
interact with other domains in a standardized way, but whose fflowledgment of successful reservation. Although there is a
ternal operation is protocol independent and not subject to st@qSSiPility that bursts may be discarded due to lack of resources,
dardization [42]. this approach yields extremely low latency, since propagation
In the ASON. the distinction between the users and the n8glay usually dominates transmission time in wide area net-
work is clear. This implies that, in contrast with the GMPLSWorks [44]. _ . ,
new addresses need to be assigned to users of the network i€ reservation request (control packet) is sent on the dedi-
order to maintain complete separation of the user and the rf¢dted wavelength some offset time prior to the transmission of
work addressing spaces. Next, because no routing informatioff1§ data burst. This basic offset has to be large enough to elec-
allowed to flow across the UNI, the users cannot calculate sufonically process the control packet and set up the switching
able routes on their own. Apart from that, in the GMPLS, a linfatrix for the data burst in all nodes. When a data burst arrives
is defined to be capable of supporting multiple different layef8 & node, the switching matrix has been already set up, i.e., the
of switched traffic, while in the ASON, a link is defined to bePurst is kept in the optical domain. The format of the data sent
capable of carrying only a single layer of switched traffic. ThiS" the data channels is not constrained by the burst-switching
means, that the ASON treats each layer separately, i.e., theréYiglem. Data bursts may be IP packets, a stream of ATM cells, or

a layer-specific instance of the signaling, routing, and discovelftme relay packets. However, since the burst-switching system
protocols running for each layer [42]. must be able to interpret the information on the control channel,

a standard format is required here [49]. The control packet in-

cludes a length field specifying the amount of data in the burst,

as well as an offset field that specifies the time between the

transmission of the first bit of the control packet and the first
OBS s an attempt at a new synthesis of optical and electromiit of the burst.

technologies that seeks to exploit the tremendous bandwidth of ]

optical technology, while using electronics for management afid BUrst Generation

control [43]. Burst switching is designed to facilitate switching The way in which packets are assembled to form bursts can

of the user data channels entirely in the optical domain. heavily affect the network performance. The assembly method
This approach divides the entire network in two regionstetermines the network traffic characteristics. The process in

edge and core. At the edge, the usual packets are assemblbith bursts are assembled must take several parameters into

with some procedures to form bursts, i.e., collections of packetscount, such as the destination of the packets or their QoS

that have certain features in common (e.g., destination). Burgtguirements.

are assigned to wavelength channels and are switched throughhere must be a minimum requirement on the burst size. A

transparently without any conversion. Bursts travel only in tHaurst must be sufficiently long in order to allow the node re-

core nodes, and when they arrive at the network edge, they eeéving the control packet to convert it into an electronic form,

V. OPTICAL BURST SWITCHING
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to elaborate and to update it (if necessary), and to prepare Channel:Scheduling
switching fabric. This requirement is also dictated by the lin Burst Arrival
ited capacity of the control channel. If bursts are made too sm: control packet
the corresponding control packets may exceed the capacity
the control channel. Conversely, if data traffic is not intense, tl buret
burst generator must not delay bursts indefinitely until the mil

imum size requirement is met. After a specified time period hit+h By ! T ) \ e
elapsed, existing packets must be joined to form a burst, ai

if necessary, the burst will be padded to achieve a minimu... t t+h, t+h,

length.

Fig. 19. Horizon channel scheduling.

C. Channel Scheduling into a resequencing buffer, in the order in which the bursts
In order to efficiently handle bursts that may be as short &g to arrive. A horizon scheduler then processes requests
1 ps in duration, the resource management mechanisms iff@m the resequencing buffer. The processing of a request is
burst switch must have the ability to project resource availabiliglelayed until shortly before the burst is to arrive, reducing the
into the future and make decisions based on future, rather tHaabability that we later receive a control packet for a burst
current, resource availability. This type of resource managemé&hat will arrive before any of the bursts that have already been
is referred to as look-ahead resource management [49]. scheduled. If the lead time for processing bursts is smaller than
Suppose that a control packet is received and that the bithst burst durations, optimal performance can be obtained.
will arrive in 10 ps. If an available channel is assigned to the A more sophisticated version of the horizon scheduling algo-
burst, the resources of that channel are fragmented, |eavin6t|am tries to fill the voids in the scheduling of bursts in order to
10-us idle period, which may be difficult to use. It would befully exploit the available bandwidth. This is accomplished by
preferable to assign the burst to a channel that will become av&#arching for the channel that has the shortest gap that is closest
able just shortly before the burst arrives. Apart from that, tHe the burst’s arrival and can accommodate the burst. This al-
channel Schedu"ng a|gorithm must be kept as Simp|e as pgg.rlthm eXplOitS the available bandwidth efﬁCientIy, but its in-
sible in order to support high burst processing rates. creased complexity may resultin an increase in the burst discard
One simple technique for channel assignment is horiz&fobability.
scheduling. In horizon scheduling, the controller for a link
maintains a time horizon for each of the channels of an outgoiRy Q0S Support
link. The horizon is defined as the earliest time after which Burst-switching systems are capable of providing support for
there is no planned use of the channel. The horizon schedw@ferentiated classes of service. As it was mentioned previ-
assigns arriving bursts to the channel with the latest horizeisly, the burst assembly mechanism can take into account a
that is earlier than the arrival time of the burst, if there is sughcket’s class of service and thus form bursts based on such cri-
a channel. If there is no such channel, the burst is assignefla. In order for the burst switch to distinguish between bursts
to the channel with the smallest horizon and is diverted &F different classes, additional information could be placed in
the burst storage area, where it is delayed until the assigngé control packets. This, however, is not desirable, since it in-
channel is available [43]. Once a channel has been selected,di@ases the processing overhead and the complexity of the link
scheduling horizon is recomputed to be equal to the time whegheduling algorithm. Another thought would be to associate
the burst is due to be completed (based on knowledge of #l@sses of service with WDM channels. This approach, how-

arrival time and burst duration). ever, could result in a waste of bandwidth.
Fig. 19 illustrates an example of horizon scheduling. The The preferred way in which multiple classes of service are
checkmarks denote the available channels. implemented in a burst-switched system is by manipulating the

Horizon scheduling is straightforward to implement in hardsffset time between the control packet and the burst. The bigger
ware, but because it does not keep track of time periods bef¢ie offset of the control packet from the burst, the more time the
a channel's horizon when the channel is unused, it cannot Bwitch has to prepare for the arrival of the burst. Since the switch
sert bursts into these open spaces. The horizon scheduler isaaware of the arrival of the burst a long time before it actually
provide good performance if the time between the arrival ofaarives, there is a high probability of finding a free channel and
control packet and the subsequent arrival of a burst is subjecthas a lower probability that the burst will be discarded.
only small variations. However, if the variations are as large or It is true that bursts belonging to high-priority service classes
larger than the time duration of the bursts, the performancewill have to wait longer before they are scheduled. However, this
horizon scheduling can deteriorate significantly. delay is experienced only at the edge of the network and can be

An improvement can be made on the efficiency of horizotolerated by most applications. Fig. 20 illustrates a scenario with
scheduling by processing bursts out of order. Rather thdmee wavelengths in which a high-priority and a low-priority
process bursts as soon as their control packets arrive, one loarst arrive at the same time. It can be seen that the low-priority
delay processing and then process the bursts in the ordembofst cannot be served, since all wavelengths are already occu-
expected burst arrival, rather than the order in which the contfmed during its transmission time, whereas the high priority burst
packets arrived. As the control packets arrive, they are inserisdble to find a wavelength due to its much larger offset [44].
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| S A
E. Contention Resolution XBAR

One of the key problems in the application of burst switching
is the handling of burst contentions that take place when two ¢
more incoming bursts are directed to the same output line [45 d
While the contention resolution techniques that were described
previously (buffering, deflection routing, and wavelength corf#9- 21. Burst switch element.
version) can be applied to burst-switched networks, additional

schemes may also be necessary in order to increase the netwptihe contending bursts, as well as other factors, such as the
throughput and utilization. lengths of the overlapping segments, are taken into account

When traditional contention resolution schemes are appligghen deciding which burst will be segmented and/or deflected.
an entire burst is discarded when the contention cannot be re-

solved, even though the overlap between the contending bu5§ts
may be minimal. Instead of dropping the entire burst (and thus
several packets), optical composite burst switching (OCBS) dic-Washington University's Terabit Burst Switching Project
tates that only the initial part of the burst is to be discarded, uni#9] seeks to demonstrate the feasibility of OBS. The project
a wavelength channel becomes available on the output fib&ill lead to the construction of a demonstration switch with
From that instant, the switch will transmit the remainder of thié@roughput exceeding 200 Gb/s and scalable to over 10 Th/s.
truncated burst [46]. OCBS attempts to minimize the packet lossThe suggested burst switch architecture consists of a set of
probability, rather than the burst loss probability, and thus allovigput/output moduledOM) that interface to external links and
the switch throughput to be increased in terms of the numberafultistage interconnection network ladirst switch elements
accepted packets. According to an analytical model presen{B®&E). Control packets are referred to as burst header cells
in [46], OCBS supports significantly more traffic than OBS fo{BHCs). The IOM uses the address information contained in
a given packet loss probability. The significant improvemei@HCs to do a routing table lookup. The result of this lookup
achieved by OCBS is due to the fact that, on average, the partludes the number of the output port to which the burst is to
of the truncated burst that is lost is significantly smaller than itse forwarded. This information is inserted into the BHC, which
successfully transmitted part. is then forwarded to the first-stage BSE. The data channels

The authors of [47] suggest a contention resolution technigpass directly through the IOMs but are delayed at the input by
called burst segmentation. According to this technique, eagHixed interval to allow time for the control operations to be
burst is divided into basic transport units called segments. Egagrformed.
of these segments may consist of a single packet or multipleWhen a BHC is passed to a BSE, the control section of the
packets. The segments define the possible partitioning pointdBSE uses the output port number in the BHC to determine which
a burstwhen the burstis in the optical network. When contentiofiits output links to use when forwarding the burst. If the re-
occurs, only those segments of a given burst that overlap withired output link has an idle channel available, the burst is
segments of another burst will be dropped. When two bursts awitched directly through to that output link. If no channel is
in contention, either the tail of the first burst or the head of thavailable, the burst can be stored within a shdrext storage
second burst will be truncated. unit (BSU) within the BSE.

Burst segmentation can be combined with other methodsEach BSE (Fig. 21) in a burst switch requires a wavelength
for contention resolution, such as deflection. The segmemisnverting switch, capable of switching a signal from any input
that would otherwise be discarded are deflected to an alternatehe BSE’sd input fibers to any of its! output fibers. The
port. Implementing segmentation with deflection increases thentrol section consists oféport ATM switch element (ASE),
probability of the burst reaching the destination and, henaeset ofd burst processors (BP), and a burst storage manager
improves the performance [47]. The authors of [48] show hoSM). The data path consists of a crossbar switch, together
segmentation with deflection can be used to provide differenti4th the burst storage unit (BSU). The BSU is connected to
ated services in OBS networks. In such a scheme, the prioritthe crossbar withn input links andm output links. Each BP is

88}
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responsible for handling bursts addressed to a particular outpus] A.Dugan, L. Lightworks, and J.-C. Chiao, “The optical switching spec-
link. When a BP is unable to switch an arriving burstto a channel

within its output link, it requests use of one of the BSU’s storage 6

locations from the BSM, which switches the arriving burst to

an available storage location (if there is one). Communication
between the BSEs and the BSM occurs through a local contro

ring provided for this purpose.
To enable effective control of dynamic routing, BSEs pro- [8] J.-C Chiao, “Liquid crystal optical switches,” in 2001 OSA Topical
vide flow control information to their upstream neighbors in 9]
the interconnection network. The burst processor receives status
information from downstream neighbors and other BPs in the
same BSE (through the control ring) and updates the store%o]
status information accordingly. It also forwards status informaf11]
tion to one of the neighboring upstream BSEs and the other BPs
in the same BSE.

VI. CONCLUSION

(12]

[13]

Existing long-haul networks seem unable to meet market de[-14]
mands for network capacity. The capacity of the transmissiofis]
medium (optical fiber) is not fully exploited. In order to exploit
the tremendous capacity provided by optical fiber, the switchingle]
functions must, even partially, be executed optically.

The first step toward the migration of the switching function [17]
from electronics to optics is the replacement of the switching
core with an all-optical switch fabric. The major technologies[18]
for all-optical switching were presented in this paper. Although,

there are several commercially available all-optical switchesyg

carriers appear reluctant to replace the switching cores of
their networks. That, of course, is understandable, considering
that there is a huge financial investment involved. Electronic
switching has served everyone well for a number of years, and
optical switching is by no means a mature technology.

The next step toward all-optical switching is the deployment
of a switching technique specifically designed for optical[20]

networks. All three of the optical switching techniques that

were presented face significant challenges. The lack of opticqél]
memory as well as the lack of processing capabilities in the

optical domain seem to be the greatest obstacles. Researchde

are looking for ways to tackle these obstacles and provide o
tical networks with the flexibility and efficiency that everyone
needs.

Major technical difficulties will need to be overcome
[50]-[52] on the way toward photonic networking. Never-
theless, one must always keep in mind that future scientifié24]
breakthroughs may counteract the fundamental limitations
of optics and thus completely change the current outlook of25]
networking.
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