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ABSTRACT Modeling a cloud computing center is crucial to evaluate and predict its inner connectivity
reliability and availability. Many previous studies on system availability/reliability assessment of virtualized
systems consisting of singular servers in cloud data centers have been reported. In this paper, we propose
a hierarchical modeling framework for the reliability and availability evaluation of tree-based data center
networks. The hierarchical model consists of three layers, including 1) reliability graphs in the top layer
to model the system network topology; 2) a fault-tree to model the architecture of the subsystems; and
3) stochastic reward nets to capture the behaviors and dependency of the components in the subsystems
in detail. Two representative data center networks based on three-tier and fat-tree topologies are modeled
and analyzed in a comprehensive manner. We specifically consider a number of case-studies to investigate
the impact of networking and management on cloud computing centers. Furthermore, we perform various
detailed analyses with regard to reliability and availability measures for the system models. The analysis
results show that appropriate networking to optimize the distribution of nodes within the data center networks
can enhance the reliability/availability. The conclusion of this paper can be used toward the practical
management and the construction of cloud computing centers.

INDEX TERMS Data center network (DCN), reliability, availability, hierarchical modeling, reliability

graph (RG), fault tree (FT), stochastic reward net (SRN).

I. INTRODUCTION

In modern ICT ecosystems, data center (DC)s play the role of
acentric core. The huge network system of physical servers in
DCs (also known as the data center network (DCN) [1]) facil-
itates the continuous operation of online businesses and infor-
mation services from distant parts of the world. Under strict
requirements to mitigate any catastrophic failures and system
outages, DC systems are in the progress of rapid expansion
and redesign for high reliability and availability [2]. The reli-
ability/availability of a certain server system in DCs is com-
monly supposed to be dependent on the reliability/availability
of its own physical subsystems as well as the number of
subsystems involved in the system architecture. However,
because every compute node in a DCN communicates with

other nodes via a network topology, it is a matter of curiosity
that different manipulations of a certain system with similar
components can gain different measures of interest. Thus,
even though the number of components remains unchanged,
their appropriate allocation and networking can significantly
improve the reliability/availability of the system. Few studies
on the extent to which the allocation and interconnection of
subsystems can affect the reliability/availability of the overall
system in DCNs have been published.

An appropriate architecture to interconnect the physical
servers in a DCN is important for the agility and recon-
figurability of DCs. The DCNs are required to respond to
heterogeneous application demands and service requirements
with high reliability/availability as well as high performance
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and throughput. Contemporary DCs employ top of rack
(ToR) switches interconnected through end of rack (EoR)
switches, which are, in turn, connected to core switches.
Nevertheless, recent studies proposed a variety of network
topology designs in which each approach features its unique
network architecture, fault avoidance and recovery, and
routing algorithms. We adopt the architecture classification
of DCN presented in [3] to categorize DCNs into three
main classes: (i) switch-centric architectures, for instance,
Three-tier [4], Fat-Tree [5], PortLand [6], and F*Tree [7];
(ii) server-centric architectures (also known as recursive
topologies [8]) e.g, DCell [9], Ficonn [10], MCube [11],
and (iii) hybrid/enhanced architectures, e.g., Helios [12].
In practice, four main network topologies are widely used
to construct server networks in DCs including two switch-
centric topologies (three-tier and fat-tree), and two server-
centric topologies (BCube, DCell). Among these topologies,
fat-tree (and its variants) is a potential candidate of DCN
topologies for mass-built DCs of giant online-business enter-
prises such as Google [13] and Facebook [14]. The use of
a large number of small, commodity and identical switches
help reduce the construction budget for a new DC signifi-
cantly while balancing other measures and characteristics of a
DCN [5]. The small and identical switches differ only in their
configuration and placement in the network, but they deliver
low power bandwidth operational expenditure (OPEX) and
capital expenditure (CAPEX). Furthermore, the deployment
of pods in fat-tree topology can be incremental without any
downtime or rewiring when the size of DC is requested to
scale/built out. Also, network softwares are not required to
be written to be network aware when considering a good
performance, which is the biggest advantage of fat-tree topol-
ogy [15]. Cabling complexity is, however the daunting dis-
advantage of the fat-tree topology in practical deployment.
In comparison to other relevant DCN topologies, fat-tree
outperforms in various measures. For instance, fat-tree is
better than DCell and BCube in terms of some performance-
related metrics such as throughput and latency [13]. In com-
parison with three-tier topology, fat-tree DCNs do not require
the use of high-end switches and high-speed links, thus
can drop the total deployment cost rapidly [5]. In general,
the common metrics to assess a DCN in practice are
scalability, path diversity, throughput and latency, power
consumption, and cost [16]. More recently, to maintain long-
running online services, the ability of DCNs to tolerate
multiple failures (of links, switches and compute nodes) is
an essential characteristic requiring urgent consideration for
DCNs [8]. Thus, appropriate modeling and evaluation of
the fault-tolerance characteristics using stochastic models are
necessary to enhance the reliability/availability for DCNs.
In this paper, we focus on exploring fault-tolerant indicators
of connectivity in a DCN including reliability/availability
for the simplest non-trivial instance of fat-tree topology
(as a widely-used candidate in industry) in comparison with
three-tier topology (contemporarily used in many giant DCs)
using stochastic models.
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A failure of network elements in DCNs is inevitable.
Therefore, the network requires automatic reconfiguration
mechanisms and restoration of network services at the
moment of failure until a complete repair of the faults of
nodes/links becomes possible. Service outages due to any
type of failures in a DC significantly incur huge costs on both
providers and customers. A study carried out by Ponemon
Institute [17] among 63 DCs shows that, the average cost
since 2010 due to downtime of each DC has increased 48%
from 500,000USD to 740,357USD. In addition, according
to a report [18] on failure rates within the Google clusters
of 1,800 physical servers (used as building blocks in the
IT infrastructure of Google Data Centers), there are roughly
1,000 individual machine failures and thousands of hard drive
failures in each cluster during the first year of operations, also
the cost to repair each failure reaches almost 300USD, not
considering the losses caused directly by the failure in terms
of operational business revenues. Thus, reliability/availability
evaluation of a cloud-based DC requires a comprehensive
model in which different types of failures and factors causing
the failures are necessarily taken into account. The detailed
analysis of such models could also help technicians to choose
appropriate routing policies in the deployment of IT infras-
tructure.

In this paper, we consider an important physical infrastruc-
ture in DCs for securing the continuous operations of data
processing in a cloud computing system, which is a network
of servers (namely, DCN). To secure the operational conti-
nuity in a DC, it demands to prolong at the highest level of
reliability/availability of network connectivity and physical
subsystems. As discussed in [19], reliability/availability are
essential metrics in business-related assessment processes of
a computing system for high availability (HA) and business
continuity. In cloud DCs, data-intensive processing tasks
and constantly online business services often require highly
reliable and available connectivity between compute nodes.
Therefore, the DCs for business continuity of cloud com-
puting services demand a comprehensive assessment in a
complete manner at all levels of the infrastructure.

The use of the term cloud DC is to emphasize on high
availability and business continuity factors of the physi-
cal infrastructure for constantly online services and data-
intensive processing tasks. The infrastructure could be at all
sizes from schools to enterprises. We focus on the physical
infrastructure in a DC that mainly provide continuous cloud
services rather than other infrastructures that are to operate
the whole DC as those were discussed in [20]. For the sake of
business continuity of a cloud infrastructure, reliability and
availability are apparently significant indicators in the eval-
uation process of system design to assure that the designed
infrastructure in a cloud DC would provide the highest level
of quality services in accordance with service level agree-
ment (SLA) between the system’s owner and cloud end-
users. As discussed in [21], availability of an infrastructure
in DCs is the probability that the system functions properly
at a specific instant or over a predefined period of time.
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And reliability is the probability that the system functions
properly throughout a specific interval of time. Therefore,
when we consider reliability, we often take into account
failure modes, whereas when we consider availability, both
failure modes and recovery operations are taken into account.
These concepts are also applicable for the system in this study
in the way that reliability/availability of DCNs represent
the connectivity and continuity of the network and services
running on top of the infrastructure.

To evaluate the dependability (reliability, availability,
performability, etc.) of a certain system, the use of mathe-
matical models, which normally includes state-space mod-
els and hierarchical models, is usually an appropriate
approach. State-space models (e.g., continuous time Markov
chain (CTMC), stochastic petri net (SPN), and stochastic
reward net (SRN)) are often used to model the systems that
run throughout various operational states with sophisticated
dependences between system components. Therefore, a state-
space modeling approach can capture the complication of
different operational states and processes in a specific system.
This is the reason for usually using a state-space modeling
approach to model every operational detail of a system.
Nevertheless, state-space models are apparently and
adversely affected by the state-space explosion problem
in most cases, in which the state-space of the constructed
model becomes excessively complicated or large to compute
and analyze by normal computational solutions. Because
of this problem, the drawback of the state-space modeling
approach is that state-space-based modeling of the overall
system architecture is troublesome and the system model is
usually intractable for further analyses. One of the solutions
to avoid the state-space explosion problem [22] is to split a
large and monolithic state-space based model into different
independent sub-models. Each of the individual models is
solved and analyzed in separate manner. The analysis outputs
of the sub-models are then transferred up to the overall system
model. Thus, this approach reduce the sophistication as well
as the largeness of the solution for the complete system
model, therefore reduce the total computation time. This is
the approach of hierarchical modeling.

A number of papers on the presentation and description
of DCN topologies have been published [5], [9]. Some
other work concerned on different aspects of DCN including
fault tolerance characteristics [8], structural robustness of
DCN topologies [23] or connectivity of DCNs [24]. Another
paper [25] evaluated the reliability and survivability of differ-
ent DCN topologies based on failures without repairs using
the graph manipulation tool Network [26]. Nevertheless,
none of these papers presented a quantitative assessment
of system behaviors using stochastic models [27]. To the
best of our knowledge, only a single recent paper [28] pre-
sented thorough performance modeling and analysis of a
fat-tree-based DCN using queuing theory. Thus, we found
that modeling and analyzing a virtualized DCN with the
use of stochastic models with regard to various failure
modes and recovery strategies in a complete manner remains

VOLUME 7, 2019

a preliminary endeavor. This motivated us to model and
analyze tree-based DCNs (three-tier and fat-tree topologies)
using a hierarchical modeling framework.

The main contributions of this paper are summarized as
follows:

o We proposed a three-layer hierarchical modeling frame-
work specifically for the availability/reliability eval-
uation of DCNs. The framework is composed of
(1) a reliability graph (RG) in the top layer for the
modeling of the whole system architecture, (ii) fault tree
(FT) in the middle layer to capture reliability/availability
characteristics of the subsystems and (iii) SRN models
in the lower layer to capture operational behaviors of
components;

« We proposed to construct hierarchical and heteroge-
neous models to not only capture the overall network
topologies (which are featured for DCN5), but also to
consider the detailed configurations of their subsystems
as well as to comprehensively incorporate different oper-
ational states (failure modes and recovery behavior) of
the lowest component units of two representative DCNs
based on three-tier and fat-tree topologies;

o We performed comprehensive analyses and evaluation
of different metrics of interest including reliability and
availability for typical DCNs based on three-tier and fat-
tree network topology.

The modeling and analysis enabled us to draw some con-
clusions for three-tier and fat-tree DCNs:

o The dispersion of compute nodes in processing tasks
in the network improves the availability/reliability of
the DCN connectivity within the network, thus secure
continuity and HA of data transactions and processes
in DCs.

« In a comparison, three-tier routing topology bring about
more connectivity opportunities for highly reliable and
available data transactions than the fat-tree routing
topology does in specific cases.

« Physical servers with their typical properties of failure
and recovery have a sensitive impact on the reliabil-
ity/availability of the whole system.

o In addition, the links between the system components
need appropriate consideration to maintain high avail-
ability for the system.

e The DCN connectivity considered in this paper
exhibits high reliability with more than four nines of
availability [29].

To the best of our knowledge, this paper presents a com-
prehensive and complete modeling and evaluation of the
reliability/availability of a computer network system from the
network topology down to the system components using a
hierarchical modeling manner at a very early stage of current
research on such systems.

The structure of this paper is organized in sections as
follows. Section I introduces the necessity and novelty of
this work. Section II presents comprehensive discussions on
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the reliability/availability assessment in most related works.
Section III describes the modeling framework of this study
with a modeling example for easy understanding. Section IV
details the system and scenarios under study. In Section V,
hierarchical models are described in detail. Section VI shows
numerical results. Lastly, the conclusion and discussion are
presented in Section VII.

Il. RELATED WORK

A. RELIABILITY AND AVAILABILITY QUANTIFICATION
Reliability and availability quantification is an essential phase
in a system development in order to assess those promi-
nent dependability indicators of a physical cloud infras-
tructure representing the high quality of service which a
cloud provider delivers to cloud users [21]. A certain cloud
provider often offers high quality services conforming with
a prescribed SLA which specifies quality level indices of a
physical infrastructure in a cloud DC [30]. Over the last few
years, many efforts have been devoted to quantify reliability
and availability indices of physical systems in a cloud DC.
Smith et al. [31] presented a comprehensive availability
evaluation for a commercial and high-availability server
system with multiple physical components namely, IBM
BladeCenter®), consisting of 14 separate blade servers along
with necessary supporting subsystems such as shared power
supply and cooling subsystems. The study identified avail-
ability bottlenecks, evaluated different configurations, thus
compared different designs, and demonstrated that the mod-
ular blade system designs can deliver nearly five-9s hardware
availability to meet customer requirements. The quantita-
tive evaluation of datacenter infrastructure availability was
extensively performed in [32] in which a non-exponential
failure time distribution was taken into account based on
the stochastic characterization of midplane reliability through
statistic measurements. Some other works considered a cloud
DC as a whole consisting of three main infrastructures
including IT, cooling and power to assess the reliability and
availability along with other related indices such as sustain-
ability and operational cost of a whole DC [33]. Beside the
above reliability and availability quantification for physical
systems in a cloud DC, there are also a number of works on
the reliability and/or availability quantification for software
systems integrated on hardware systems in a cloud DC.
Kim et al. [34] presented a detailed quantification of avail-
ability index for a virtualized system of two physical servers.
The study took into consideration both physical hardware and
software subsystems of a server (e.g., OS, CPU, RAM, etc.)
associated with detailed representation of their operational
states. The availability quantification of a virtualized server
system was extended in [35] by considering more sophisti-
cated failure and recovery behaviors of the virtualized soft-
ware subsystem running on a physical twin servers system.
Some works investigated availability of specific small-sized
system architectures for a certain functionality in a cloud
DC. Melo et al. [36] quantified availability for a data
synchronization server infrastructure performing data
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synchronization activities between a small-sized server sys-
tem with other terminals. In [37] and [38] the availability
characteristics of different private cloud infrastructures with
a certain number of clusters based on Eucalyptus platform
were explored under a variety of fault tolerance strategies
such as standby replication mechanisms or software aging
avoiding techniques. Costa et al. [39] quantified availabil-
ity for a mobile backend as a service platform (namely,
MBaaS OpenMobster platform) linking a data storage sys-
tem in a cloud DC to real-world mobile devices, which is
in order to indentify the critical service component in the
overall architecture design. Some other recent works explored
reliability/availability related issues of a cloud DC system
featured with a network inter-connection among distributed
physical DC. Hou et al. [40] proposed a service degradability
framework for a typical configuration of optical fiber net-
work interconnecting two geographically distributed DC to
enhance performance on maximizing the network’s service
availability. Yao et al. [41] explored novel algorithms to
optimize backup services associated with an inter-network of
DC:s by finding the optimal arrangement of backup pairs and
data-transfer paths under a certain configuration of the inter-
network of DCs, which is to imply that the manipulations
of network configuration to optimize a certain service deliv-
ery can actually obtains higher indices representing quality
of services of a network. Many other works investigated
DCNs in different perspectives such as cost-effective and
low-latency architecture [42], energy-aware issues [43] or
structural robustness [23]. But, very few works character-
ized operational failure and recovery behaviors in a detailed
manner, thus quantified reliability/availability of server net-
works in cloud DCs. Wang et al. [42] explored the effects
of correlated failure behaviors in DCNs captured through
the use of fault regions, which is the case of a set of con-
nected components failing together. The study considered
different metrics of interest including bottleneck through-
put, average path length and routing failure rate. However,
reliability/availability were not considered and quantified
in an adequate manner. Alshahrani et al. [28] presented a
detailed analytical modeling methodology based on queuing
theory, however, to evaluate performance indices (throughput
and delay) of a typical fat-tree based DCN. Couto et al. [44]
presented a preliminary study on only reliability of net-
work topologies in cloud DCs. Nevertheless, the study
only took into account the failures of the main network
elements (servers, switches, and links) as failure nodes in
an undirected graph without paying a proper considera-
tion on repair behaviors and other related failure causes
and operational states of the underlying subsystems for a
comprehensive quantification of reliability and availability.
Our previous works presented preliminary studies on avail-
ability quantification for different types of network in a
cloud DC. In the work [45], we presented a comprehen-
sive availability quantification of a DCell-based DCN taken
into account virtual machine (VM) migration techniques as
the main fault-tolerant methodology to enhance the overall

VOLUME 7, 2019



T. A. Nguyen et al.: Reliability and Availability Evaluation for Cloud Data Center Networks Using Hierarchical Models

IEEE Access

system availability. This study considered only two-states
representation for physical entities including servers and
switches, and focused on capturing detailed operational
behaviors and interaction in the virtualized layer of VMs.
In the work [46], we quantified availability of a physical
software defined network (SDN) infrastructure complying
with a simple network topology. We elaborated more detailed
operational failure and recovery behaviors of the physical
entities in the network, such as switches and storages. Due
to flexibility requirements in forming network topologies in
a SDN, we demonstrated that the variation of connection
manipulations in the SDN obtain different availabilities of
network connectivity and overall system operation, thus, sug-
gested a proper SDN network management to gain optimal
metrics of interest. In this paper, we present an extensive
study to our previous works by proposing a comprehensive
modeling and evaluation framework for a certain network of
physical servers in a cloud DC. To the best of our knowledge,
the previous work rarely quantified reliability/availability of
a network of servers in a cloud DC in a complete manner
taking into account either detailed operational state transi-
tions of lowest-level components or manipulations of highest-
level network topologies. The requirements of delivering HA
services in cloud DCs demand a comprehensive investigation
on the impacts of network topology manipulation at the top
level of the network as well as the dynamically operational
transitions of the involved components at the bottom level
of the network, because any change in operations of a single
element in the network may cause a huge variation of the
sensitive metrics of interest (reliability/availability) in a HA
cloud DC. We see this a leading motivation to conduct the
study of reliability/availability quantification framework for
a DCN in cloud DCs in this paper.

B. RELIABILITY AND AVAILABILITY MODELING
TECHNIQUES IN PRACTICE

Assuring a high level of business continuity in a cloud DC
demands the capability in a system design phase to build-
in HA techniques and to differentiate availabilities in the
sixth decimal place [19], [47]. Thus, the evaluation of system
designs to perform design trade-offs requires a fairly detailed
development of stochastic models. Many recent studies have
shown different methodologies to develop analytical stochas-
tic models for reliability and availability quantification of
different systems. The classification of analytical stochas-
tic models for the quantification of dependability metrics
of interest in the previous work goes into the main cate-
gories which are usually used in practice as described in the
following.

o Non-state space models (also known as combinatorial
models) such as FT, RG, and reliability block diagram
(RBD) allows relatively quick quantification of sys-
tem reliability and availability with the assumption of
statistical independence [48]. FT provides a structured
approach using a graphical tree representation of basic
events causing a system failure. But, FT only captures
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a single event of system failure as a top event, therefore if
adifferent type of system in a network, or more generally
a system of systems, involves in the modeling, additional
FTs must be constructed. FT, therefore is usually helpful
in modeling an individual system to intuitively represent
the system failure causes in accordance with the system
architecture. RG has been extensively used for network
reliability quantification [49], which is an acyclic graph
with two special nodes labeled, source node (S) which
has no coming edges, and sink (D) which has no out-
going edges. The edges in a RG represent the elements
of the network to be modeled. The system which is
modeled by a RG is considered reliable (operational) if
at least one path with no failed edge from source (S) to
sink (D) is found. With an intuitive graphical represen-
tation, RG is useful in quantifying reliability/availability
of networks. Because RGs can be nested if other mod-
els are integrated in the edges, the modeling via RG
can capture scalability from simple to highly complex
systems. RBDs provide an alternative graphical mod-
eling approach when availability-related system depen-
dencies are taken into consideration. In comparison to
other combinatorial models, RG has a good modeling
power for complex networks in practice over the other
modeling tools. RG models were used to evaluate reli-
ability of various network such as dodecahedron net-
work and 1973 Arpanet networks [50]. In this patent,
Ramesh et al. [51] presented novel reliability estima-
tion methods using RG and applied for the reliability
assessment of a current return network in Boeing air-
planes, which is a large networked system. Accordingly,
techniques to compute reliability/availability upper and
lower bounds can help solve extremely large-scale non-
state-space models. Our focus in this study of reliabil-
ity/availability quantification for DCNSs is on proposing
a framework with the use of nested FTs in an overall RG
representing a network of heterogeneous systems.

State-space models are usually used to model com-
plex interactions and behaviors within a system. Under
appropriate assumptions, state-space models are also
useful in modeling a large-scale system when con-
sidering specific behaviors with repetition throughout
the large system. A variety of state-space modeling
techniques were used in different cases to model var-
ious systems in previous work. Markov chain mod-
els consisting of state(s) and state transition(s) are
often used to quantify different dependability metrics
of interest such as availability along with performance.
A Markov chain consisting all transitions labeled with
rates is called CTMC. If its transition is labeled with
a probability, the model is discrete time markov chain
(DTMC). In the cases that a distribution function is
used for transition labels, the model is a semi-Markov
process (SMP) or markov regenerative stochastic pro-
cess (MRGP). Thein et al. [52] used CTMC to quan-
tify availability for a dual physical machine system
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with virtualization. In [53], the study was extended with
the incorporation of software rejuvenation technique
along with software virtualization, which were all mod-
eled using CTMC. Matos et al. [54] used CTMC to
model VM subsystem and performed detailed sensitivity
analyses of availability and operational cost for a dual

virtualized servers system (VSS). A SMP were used to
quantify availability of a cluster system with disaster
recovery in [55]. When a reward is associated with a
Markov chain model for the sake of computing a certain
metric of interest, the model is also known as markov
reward model (MRM). Trivedi [56] used a SMP with
general failure and repair distributions to analyze the
behaviors of periodic preventive maintenance for the
system availability improvement. Other representatives
of state-space models that can help ease the modeling of
a complex system are Petri net (PN)-based models such
as SPN, SRN and fluid stochastic Petri net (FSPN). A PN
is a directed bipartite graph with two main elements
including places and transitions. If tokens are associated
with places, the PN is marked. The transition and allo-
cation of tokens across the PN capture dynamic behav-
iors of the system to be modeled [57]. If all transitions
are associated with exponential distribution of firing
time, the PN is SPN. generalized stochastic Petri net
(GSPN) allows to have immediate transitions (with zero
firing times) and timed transitions (with exponentially
distributed firing times). Some other extensions were
introduced by Ciardo et al. [58]. In the case when a
reward rate is associated with each marking of the net
thus, many aspects of a system could be expressed by
Boolean expressions and arithmetic involving reward
rates, the model is SRN, which was introduced in [59].
Thanks to many extensions in comparison to its prede-
cessors, SRN has a modeling power to capture complex
behaviors of a system in a comprehensive manner while
the model’s size and complexity are reduced signifi-
cantly. Han ez al. [60] developed a SRN model to explore
dynamic behaviors of VM migration techniques used in
a SDN infrastructure with limited number of physical
servers and network devices. The metrics of interest
are the availability of VM subsystem that the SDN can
deliver and availability-aware power consumption of the
whole system. Machida et al. [61] proposed comprehen-
sive SRN models for various time-based virtual machine
monitor (VMM) rejuvenation techniques to quantify
availability and transactions lost in a year of a VSS.
The models take into account a variety of sophisticated
system behaviors when a certain software rejuvenation
(SRej) technique is incorporated in a compact model
thanks to the modeling power of SRN. Yin et al. [62]
developed detailed SRN models translated from pre-
designed SysML activity diagrams of data backup and
restore operation to investigate storage availability, sys-
tem availability and user-perceived availability in an
IT infrastructure. Torquato et al. [63] presented various

SRN models to investigate the improvement on avail-
ability and power consumption when applying VMM
rejuvenation techniques enabled by VM live-migration
in a private cloud. In our previous works [21], [35],
[64], [65], we developed a number of comprehensive
SRN models to capture complex operations in different
systems in a cloud DC. Since SRN helps comprehend
sophistication of system operations and ease the captur-
ing of the system behaviors expected to investigate [66],
we develop SRN models for every individual compo-
nents in each physical system of specific DCNSs in this
study.

Hierarchical models (also known as multi-level models)
are to avoid largeness problems (also known as state-
space explosion problems) which are inherent in model-
ing large-sized and complex systems and/or multi-level
system of systems [67]. The upper levels of an ana-
Iytical hierarchical model are typically non-state-space
model types (for instance, RG for network modeling,
FT or RBD for structured modeling of individual sys-
tems, as presented in this study), whereas in the lower
level, state-space models such as CTMC or SRN are
used to capture complex operational behaviors of sub-
systems or individual components. There are a number
of works on the reliability/availability quantification of
such sophisticated systems in DCs using multi-levels
hierarchical models. Reference [34] was one of the first
studies on availability quantification for a VSS in which
a hierarchical model was developed consisting of a sys-
tem FT at the upper level and at the lower level, a number
of CTMC models were developed in accordance with
different subsystems (including physical hardware and
software subsystems) in a server. In [31], a two-level
hierarchical model of FT and CTMC were also devel-
oped in the same manner to quantify a system of blade
servers, in which the FT model corresponds to the over-
all system of multiple blade servers (without consid-
ering a network), whereas CTMC models correspond
to physical subsystems (such as server, cooling device,
chassis, etc.). In a recent work, Lira et al. [68] presented
an automated strategy using RBD at the upper level
and SRN at the lower level in a hierarchical represen-
tation for reliability/availability assessment of virtual
networks. The approach involves nodes and links along
with fault-tolerant techniques among the nodes in the
hierarchical modeling. In this paper, Silva et al. [69]
proposed an integrated modeling environment contem-
plating RBD and both SRN and CTMC in a hierarchical
manner. A few number of previous works considered
more higher hierarchical models for systems with higher
level of complexity. Trivedi et al. [70] was one of the first
papers that presented a three-level hierarchical modeling
approach mixing RBD and Markov chains to develop an
availability model for a HA platform in telecommuni-
cations industry. The study suggests a specific method-
ology to develop three-level hierarchical stochastic
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models for highly available and complex systems. In the
work [71], modeling power in hierarchy of both com-
binatorial and Markov model types was elaborated in
order to recommend appropriate models when assessing
a certain system. In particular, even though the non-
state-space models are possibly interchangeable at the
top level, RG is more powerful than RBD and FT in
capturing network topologies. Whereas, the state-space
models are also interchangeable at lower levels when
involving more sophisticated operations of subsystems
and components in a certain system. In general, due
to largeness problem, a complex system of multi-levels
requires an appropriate modeling methodology of multi-
levels in a hierarchical manner in order to cover the
overall system architecture at the top level and capture
comprehensively system operations at the lowest level.
The combination of non-state-space models (at upper
levels) and state-space models (at lower levels) in a
hierarchy is a proper solution for the above demand.
Though the models in the same type are likely inter-
changeable [71], we may use specific types of model for
certain requirements in modeling, for instance, RG has a
proper modeling power and an intuitive representation as
we consider a network to be modeled as shown in [51];
FT is an appropriate model type when considering var-
ious failure modes at different system levels as shown
in [31] and [34]; and SRN can capture operational state
transitions at the lowest level in a very detailed manner
but still maintain the tractability and reduced-size of the
model. Therefore, we find that the combination of those
models in a hierarchical manner could be a proper solu-
tion for the sake of modeling complex systems in a DC.
Thanks to the capability to model different system lev-
els, the multi-level hierarchical modeling methodology
is practically useful in reliability/availability assessment
of a system of systems and/or a network of systems.
This paper advocates a three-level hierarchical model-
ing framework for a network of systems, specifically
a network of servers in DCs. We attempts to apply the
assessment framework for a typical DCN at the greatest
level of detail while balancing the models’ complexity.

lll. A HIERARCHICAL MODELING FRAMEWORK

A. MODELING FRAMEWORK DESCRIPTION

Hierarchical modeling favors the evaluation of various
dependability metrics for a system by dividing the overall
system model into different hierarchical layers consisting
of sub-models. Hence, if the advantages of the state-space-
based models are to model individual systems and focus
on capturing operational states and state transitions of the
system, the hierarchical models are used to model complex
systems with the sophisticated architecture and hierarchy of
different system/sub-system levels. In this paper, we pro-
pose a framework to model typical computer networks with
three different sub-system levels. Each of the hierarchical
levels captures the features of the corresponding level of the
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overall system. At the lowest level (leaf-level) we use SRN
models to model every unit of the systems (e.g., the CPU,
memory, power units, VMM, and VM etc. of a host). At the
intermediate level (stem-level), fault-tree models are used to
capture the architectural design of sub-systems (e.g., hosts
and switches). Finally, at the highest level (root-level) of the
hierarchical modeling framework, a RG is used to capture
the network topology of the system. The hierarchical model
is then described as an acyclic graph {V¥, E, I'}, where, ¥
is the set of SRN sub-models Iﬂs(Z,), at the lowest level; E is
the set of links from the child sub-models %(3,2 to the models
at the higher corresponding level S;tl) at stem-level; and T’

is the set of the links from the child sub-models E(]) of E

to the models at higher corresponding level y;y O In particular,
the hierarchical model is formalized as follows:
2) _(2
- V= {ws,,z, i)
(2) () (1)
{I/fsrn’ br}’li éﬁ f[ }
) @ (0 1
o« I'i= {ws(rrzv 7Ts(rr)z’ 5( ), 77;, )7 rg)}
where, nf,,z is the output measure of the model 1//55,,))

the set W, and is transferred to the higher-level model é

in the set E. In turn, T (1) (the analysis result of the model

ngl)) is forwarded to the higher-level model y,(g ). After all the
analysis outputs of the lower-level models are transferred to
the overall system model, the analyses of this highest-model
enable the analysis results of the whole system to be taken in
consideration.

Fig. 1 depicts the entire set of processes of the proposed
hierarchical modeling framework. At the lowest level (level 2
or leaf-level), the components of a computer network are
modeled using SRN models ws(,%ij (which are hereby rep-
resented by places and timed transitions for simplicity) in
order to capture the sophisticated operational states of the
components in the most detailed manner as possible. After
the set of these SRN models W is solved and analyzed,
the generated outputs are ns(rz,z/.. In turn, these analysis results
are used as the input parameters and are forwarded to the
higher level models. At the intermediate level (level 1 or stem-
level) the subsystems are modeled by FTs. Each FT repre-
sents for a respective physical subsystem in the considered
system, for instance a server, or switch. Each leaf-event of
the FT correspondingly represents a particular component
of the subsystem. The input parameters of the leaf-events of

the FTs é(l)

correspondmg SRN model Iﬂsm Subsequently, the analysis
results of the FT E (hy (which is n( )) are then dispatched to
the higher level models All the FT 'models and their analysis
results of the physical subsystems form the set W at the mid-
dle level of the proposed hierarchical modeling framework.
At the highest level (level 0 or root-level), the networking of
the whole computer system is modeled using RG. Therein,
the circle connecting the nodes only takes responsibility of
intermediate place to attach the edges yr(g.) between the nodes.

are replaced by the analysis results ns(,z,zj of the

Each of the links yrg represents for the modeling of a specific
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FIGURE 1. A hierarchical modeling framework for computer networks.

subsystem in the network. The analysis results n;tjl ) of the
lower-level models 5#) are used as the corresponding input

parameters for the links yr(gj). The formation of all links y,(gj)
which follows a predefined topology constitute the set I'.
In order to analyze the computer networks in accordance
with a specific measure of interest, the models are in turn
analyzed from the lowest level (the set of SRN W models) to
the intermediate level (the set of FT models E) and eventually
to the highest level (the overall RG model I'). The analyses of
all the models at different levels are conducted according to
the same analytical measures of interest. The analysis outputs
of the top-level model are the overall analysis results of the
system in consideration.

1) MODELING EXAMPLE

To facilitate comprehension of the above framework descrip-
tion, we shows the use of the framework for availability
modeling of a specific computer network. We take one of the
network configurations in [72] as shown in Fig. 2 as an exam-
ple to demonstrate the construction of a hierarchical model
for the system under consideration. The computer network
consists of two physical servers (H1 and H2) connected to
each other via a redundant network. The network devices
include switches (SW1 and SW2) directly connected to the
hosts, and routers (R1a and R1b on the H1 side, R2a and R2b
on the H2 side). The two pairs of routers (R1a and R2a), (R1b
and R2b) constitute the networking via the corresponding
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FIGURE 2. A typical computer network.

links (L1 and L2). The redundancy of network devices and
links aims to enhance the system’s overall reliability and
availability of the system. To evaluate this computer sys-
tem with a simple network topology and fewer components,
the authors in [72] used state-space models (CTMC and SPN
models). We nevertheless demonstrate the construction of a
hierarchical model for this computer system that complies
with the proposed hierarchical modeling framework.

Level 0: System L1 F

FIGURE 3. A hierarchical modeling model of a computer network.

The construction of the hierarchical model for this com-
puter network is shown in Fig. 3. The model comprises three
levels from a top-down perspective (I', &, ) as proposed
in the hierarchical modeling framework. Supposed that we
attempt to evaluate the availability of the network. The net-
work is unavailable if there is no connection between the
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operation servers (H1 and H2). In other words, there is no
continuous path from source node (S) throughout the RG
at the level O (system model) of the hierarchical model to
the sink node (D) as depicted in Fig. 3. Every arc between
nodes in the RG system model represents for a subsystem
which is in turn modeled in the lower subsystem models.
The unavailability U of the network is logically formalized
asin (1):

U=A=AyV Aswi

V|:‘AR1a VALV ARaa) A (Agis V AL VAR2b)]
VAswa V Apa ()

where, Ay and Ay represent, respectively the availability
and unavailability of the corresponding component X in the
network. Thus, the overall availability of the system is repre-
sented by a probability calculation as in (2).

AP =1-UP
=1 —PV{A_HI vV Aswi V |:‘AR1a VALV ARag)

AARip V ALz v ARZb):| vV Aswa V A_HZ}

=1 —Pr{Am ANAswi A |:(AR1(1 AALL A AR2)

V(Arip AAL2 A AR2b)i| NAswa A Aﬂz}
:AZI x A§W1 X [(Al;e]a x Ail x Al;?Za)
+(A’;€1b X A,22 X A’;ezb)] X Ang X A,;IZ 2

where, A[; is the availability value of the corresponding com-
ponent X in the network. Through this probability computa-
tion of the system availability, we also see that the redundancy
of the networking explicitly enhances overall availability of
the system. In our hierarchical model, the values of A’;_“ and
AI;IZ are computed and substituted by the output generated
from the FT model: Host in the lower level of subsystems. The
values of A’;Wl, Ang, A‘Zl @ Aﬁ.l b Aiz o and A??Zb (routers
and switches) are then substituted by the analysis result of the
same measure of interest from the FT model: network devices
at the subsystems level. The values of A7, and A?,, which
represent the availability of links between two consecutive
components in the network are supposedly given in advance
for this computer network.

In the stem-level (E) of our hierarchical modeling frame-
work, we use FT to capture the constitution of the archi-
tecture of every subsystem. In this example of the system,
we suppose that a host comprises two main classes of com-
ponents: (i) software components, which include the VMM,
VM, and Operating System (OS); (ii) hardware components,
which consist of the memory system (MEM), CPU and power
supply unit (PSU). Each of the routers/switches is supposed
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for simplicity to consist of a hardware component (HW) and
software component (SW). We assume that a certain failure
in any of the above-mentioned components likely causes the
total failure of the corresponding subsystem. Hence we use
OR logical gates to connect the components in the FT models.
The unavailability of a host Uy = A is logically formalized
asin (3).

Uy =Ay = Ap,y NV Algy
= Avmm vV Avy V Aos NV Ayem
VAcpu V Apsu 3

In the probability calculation, we obtain the values of the
availability of a host as in (4).

P P
AD=1-Uh

=1 —Pr{AVMM vV Ayy V Aos vV Ayem NV Acpu V Apsu

=1 —Pr{AVMM NAyy ANAos NAmem NAcpu N Apsu

=PF{AVMM NAyy NAos ANAmem NAcpu N Apsu }
=AVum X Ay X Al X Aypy X Alpy X Apgy @)

In a similar manner, we can formalize and compute the
unavailability and availability of network devices (routers and
switches), respectively, as in (5) and (6).

Unp = Anp = Apw V Asw (5)
AIXID =1- U/I\TID

=1 —Pr{AHW \/Asw}

=1 —Pr{AHW /\Asw} = PF{AHW /\Asw}
= Apy X Ay (©6)

where, Ay, AX,A’;, respectively, represent unavailability,
availability and its value of the corresponding com-
ponent X in the subsystems. The values of availabil-
: p p P 4P P p

ity Avas Avars Aoss Ay Acpy» Apsy (for a host) and

AL, ALy, (for a network device) are computed and substi-
tuted by the analysis outputs of the corresponding component
models in the lowest level (V) of the proposed hierarchical
modeling framework.

In the leaf-level of component (¥), a number of SRN mod-
els are constructed to capture the operational states and state
transitions of every components in a host or a network device.
To simplify the computation of the measures of interest for
the system of the example, we use a two-state SRN modeling
approach in which the operational state and unavailable state
of each component are captured by the respective UP and
DOWN states in the SRN model. For instance, as shown
in Fig. 3, the places Pyyup and Pyyaan represent the UP
and DOWN states of a VMM in a certain host. The transitions
in the SRN model of a VMM (Tvyuyy and Typmip) are to
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capture the failure and repair behaviors of the VMM. The
same construction is applied for the remaining components.
The places Pywup, Prwan depict the UP and DOWN states
of the hardware subsystem in a network device, whereas the
transitions Tywy, THwrp represent the failure and recovery of
that hardware component. A specific measure of interest is
computed by defining reward functions by assigning appro-
priate reward rates to the states of SRN models. The states
in which the component is functioning are associated with
a reward rate of 1. A reward rate of O is assigned to the
failure states. We present two reward functions for the two
components, VMM in a host and HW in a network device
respectively as in (7) and (8) .

1 if#(Pvpmup) == 1
VMM __ p
d o {0 . otherwise )
aw _ |1 if#(Pawyp) == 1 ®)
0: otherwise

Here, rVMM yHW respectively, represent the reward rates

assigned to the states (UP or DN) in the VMM and HW
models. The symbol # indicates the number of tokens in
the corresponding places. The reward functions for other
component SRN models are inferred in a similar manner.

The availabilities (the measure of interest in consideration)
of the components are then computed as the expected reward
rate E[X] and expressed as in (9):

EX]=) rj-m )
jell
where, X is the random variable that represents the steady-
state reward rate of a measure of interest, IT is the set of
tangible markings of the corresponding SRN model, 7; is the
steady-state probability of the marking j, and r; is the reward
rate in the marking j as defined in the above-mentioned
reward functions.
The formal representation of the hierarchical model for the
system in consideration is given as follows:

{WW G B CAGCE A B (NI A

(WMEM MEM) (wCPU CPU) (WPSU PSU)

srn W‘l’l srn an srn vrn

(TR 2D T CVAIAIE >}

= (o xW>%,MaM}

(ws‘}/"ﬁ/[’ T ) ‘i:ft ’A i|

WO 7). & A }

MEM T MEM
Qbsm Tsrn ), Sft ’AMEM]

CPU CPU
(wsm > s ) Sft ’ACPU]
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PSU PSU
[(wsrn » s ), %-ﬁ APSU:“
1 1
{1//53,2, 7). & >,n]g>,y,g>>} (10)

The above hierarchical models are developed and aggre-
gated in the symbolic hierarchical automated reliability and
performance evaluator (SHARPE) [73] . SHARPE allows
the use of eight different types of models which are in turn
aggregated to construct a sophisticated hierarchical model
of a complex system in practice [73], [74]. We will use
the proposed hierarchical modeling framework to evaluate
reliability/availability of a typical DCN based on a fat-tree
network topology.

Three-Tier Network Topology

@@@bébdééép@@é@i

Pod 1 Pod 4

(®)
FIGURE 4. DCN topologies. (a) Three-Tier. (b) Fat-Tree.

IV. DATA CENTER NETWORKS

In this section, we describe two representative DCNs based
on three-tier and fat-tree topologies which are widely used
in industry, which are to be comprehensively modeled
and studied using the above-proposed modeling framework.
Fig. 4b. Small-sized three-tier and fat-tree based DCNs are
shown in Fig. 4a and Fig. 4b. The DCNs commonly consist
of 16 physical servers connected to each other via a three-
tier/fat-tree based network topology consisting of three levels
of switches. In the three-tier DCN, the top level is comprised
of core switches (C;,i = 1, ..., 2) which are to connect the
DCN to outer environment. The core switches are connected
to each other and divide the network in branches respectively
to each core switch. The middle level consists of aggregation
switches (A;,j = 1,...,4). The aggregation switches are
linked to all the core switches. The bottom level consists of
access switches (Ex, k = 1, ..., 8) which are all connected to
each pair of aggregation switches and sixteen physical servers
(H;,I = 1,...,16). Whereas, the fat-tree based network
topology is also comprised of three layers of switches. The
top layer consists of core switches (Cj, i = L4 to
link different pods to each other. The middle layer consists
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of aggregation switches (A;,j = 1,..., 8) to integrate and
direct the data traffic within a pod. The lower layer consists
of edge switches (Ex,k = 1,...,8) to connect sixteen
physical servers (H;, [ = 1, ..., 16) with the upper switches.
The three-tier DCN has a less number of but more costly
switches and more high-speed links in comparison to the fat-
tree DCN. We consider a common practical case in high-
performance and HA computing systems in DCs for both
DCNs to be modeled. That is, the continuous data connec-
tion and transactions between compute nodes in a computer
network requires high reliability/availability in parallel com-
puting problems. In order to prolong the connection between
the compute nodes, selecting an appropriate routing topology
at a given time to avoid component failures will improve
the availability/reliability of the connection. Without loss of
generality, in this paper, we investigate the data connection
and transactions between four fixed compute nodes (HI-
H4) and four other non-fixed compute nodes in the network.
These non-fixed nodes are selected so that the highest avail-
ability/reliability can be achieved. Fig. 5 and Fig. 6 show six
case-studies of the three-tier and fat-tree DCNGs, respectively.
As we examine in detail, without loss of generality, these six
cases has covered all the different cases of the connection
between a cluster of fixed compute nodes with four other
non-fixed compute nodes in the network. For instance, when
considering the case I of three-tier DCN (Fig. 5a), it is the
unique routing topology between the four compute nodes
(H1-H4) with the four other active nodes (H5-H10). Whereas,
in the case II (Fig. 5b), if we select the pair of nodes (H7-HS8)
as active nodes instead of (H5-H6), we obtain another same
variant with the one shown in the subfigure. If we assign
the pair of nodes (H11-H12) (or other pairs) to be active
nodes instead of (H9-H10), we also obtain another same
variant. Therefore, the routing topology shown in Fig. 5b
is a unique representative of all variants in the case II. The
above inference is applied in the similar manner for other
cases of both DCNs. We investigate the impact on relia-
bility/availability of the distribution of the non-fixed com-
pute nodes in the network by moving the nodes within and
between pods. In DCNSs, the network controller may change
the routing path over time. However, it is necessary to guide
the network controller to choose a destination among com-
pute nodes to secure highly continuous network connectivity
and to enhance reliability/availability of the network. The
importance of reliability/availability in a DC was previously
demonstrated in [75]. These researchers also mentioned that,
the reliability/availability of a DC is basically composed of
not only the reliability/availability of computing servers but
also the reliability/availability of network connections. In this
paper, we focus on the network topologies and connections
of servers. The higher reliability/availability the system can
achieve, the higher capability of connection the system can
obtain.

Several modeling formalisms are commonly used for reli-
ability/availability quantification of a specific system. The
most suitable formalism for each specific case of a practical
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FIGURE 5. Case-studies of three-tier DCN. (a) Case I. (b) Case II.
(c) Case llL. (d) Case IV. (e) Case V. (f) Case VI.

system is selected often in the consideration of the following
important factors as presented in [47]:

« the system’s architecture and featured behaviors to be
considered

« the chosen modeling formalism’s modeling power and
tractable representation of the system’s features and
properties

« the reliability/availability attributes of interest

In accordance with the above factors, ones may consider

the following classification of model types:

e Monolithic models developed often by a single
formalism

o Multi-level models often used for modeling multi-level
complex systems by a divide and conquer strategy.
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FIGURE 6. Case-studies of Fat-Tree DCN. (b) Case Il. (c) Case IIL.
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A. MODELING POWER OF MULTI-LEVEL MODELS

It is likely infeasible for a single formalism to capture the
complexity and sophisticated behaviors of real-life systems
in an adequate manner. If non-state-space-based approaches
have limited capability, state-space-based formalisms are
highly capable to incorporate interdependencies and dynamic
transitions in system behaviors. Reference [47] Nevertheless,
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the latter often suffer from largeness and state-space explo-
sion problems. In this study, the combining three differ-
ent formalisms is proposed to develop a multi-level model.
Suitable formalisms are selected to represent behaviors and
architectures of component or subsystem levels, and then
the submodel results are composed and passed upto system
model in order to obtain overall measures of interest. We will
apply a multi-level modeling framework as previously pro-
posed to quantify reliability/availability attributes of tree-
based DCN complying with real-world network topologies
as described in this section.

B. LARGENESS TOLERANCE AND AVOIDANCE OF
MULTI-LEVEL MODELS

Reliability and availability quantification of sophisticated
systems using modeling formalisms often suffers from large-
ness and stiffness problems [47]. Two approaches to confront
with the problems are avoidance and tolerance techniques.
Non-state-space models including RGs, and FTs in multi-
level models are usually considered as largeness avoidance
modeling techniques. In these approaches, smaller models
are generated and then, the solutions of such models are
combined and rolled up to come up with the overall model
solution. This way is often feasible to separate the system
model into different levels (which also requires the dividing
of system architecture into multi-levels), thus help avoid and
tolerate the largeness/stiffness problems in modeling.

C. THREE-LEVEL NETWORK ARCHITECTURE

Our focus of interest is on a network of systems complying
with a tree-based topology which is in practice a multi-level
complex system. The system architecture itself has a nature
of three levels consisting of:

o Top level or system level is characterized by a specific
network topology (here, tree-based topology). The rout-
ing at a time is supposed to be software defined which
is to say that the routing can be specified in a flexible
manner to obtain the higher reliable data transactions
within the network topology.

o Middle level or subsystem level consists of heteroge-
neous physical subsystems including network devices
(switches) and servers.

o Ground level or component level consists of components
which are the smallest divisions of physical subsystems
in the middle level.

The dividing of the system into three levels actually helps
us manage to develop suitable models for each level. In par-
ticular, RG models can capture routings in the topology in the
top level, while FT can represent underlying compositions of
failure and repair of a physical subsystems in the middle level,
and SRN can comprehensively capture detailed operation
within a component in the ground level. The use of multi-level
modeling in a hierarchical manner with different formalisms
in each level can ease the modeling while comprehensively
characterizing and capturing featured system structure and
behaviors.
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V. HIERARCHICAL MODELS
In this section, we will describe the detail of hierarchical mod-
els in top-down perspectives for the DCNs in consideration.
At first, we present several modeling assumptions as follows.
A model is often a mathematical abstraction of the system
aimed at providing a simplified conceptualized representation
of the behavior of the system and thus preserve the main
features of the system [47]. In this study, the modeling frame-
work is devoted to capture the complexity and flexibility of
network topologies at the network level, and to take into
account failure and recovery behaviors of individual network
elements at the subsystem level, and at last to incorporate
sophisticated state transitions within components of each
above network element at the subsystem level. The modeling
aims to capture a variety of heterogeneous features of the
system from the highest level of network topologies down
to the lowest level of state transitions of components/units
while harmonizing the complexity and largeness level of
overall system model. The framework is literally usable for
system assessment under a variation of network topologies
and a broad range of system architectures and underlying
operational behaviors within components acting as building
blocks of the system. Therefore, in accordance with sys-
tem design requirements, ones may take into account dif-
ferent system behaviors and architectures in the modeling.
Nevertheless, if we incorporate sophisticated interactions
between subsystems, we may confront with largeness prob-
lem and also we may neglect the efforts of capturing overall
network topologies as well as the architectures of individ-
ual network elements, and vice versa. For this reason, it is
necessary to make some assumptions in modeling due to
several drawbacks of non-state space formalisms including
RG and FT as well as of state-space formalism like SRN in
the proposed framework, as follows:

« We assume that the system is under a strict requirement
of system design in which a failure causing an outage of
any component constituting a network element (servers
and switches) is considered leading to a total failure of
that element in the network. In particular, we assume
on a system user’s perspective that the whole number
of VMs running on a host represents and constitutes an
individual component of VMs of the host regardless the
origin of each individual running VM on the host. The
whole number of VM is, thus assumed to be an aver-
age number of VMs hosted on the physical server. The
availability of the VMs in a host is strictly defined as at
least a VM is in normal state Py, or failure-probable
state Pyppp.

o Torelax the complexity of modeling in order to focus on
the overall architecture of the network, it is necessary to
assume that sophisticated interactions and dependences
among network elements, for instance those of VM
migration, are represented roughly by the connectiv-
ity of data transactions within the network and thus,
are not taken into account in detail in the modeling
due to several modeling limitations of non-state space
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formalims like RG and FT. Further incorporation of such
interactions can be achieved by a monolithic or inter-
acting state-space model as shown in some of previous
works [35], [65], [76], [78] with a sacrifice of not con-
sidering the overall architecture of network topologies
and network elements.

o Basic events of FTs in practice can actually be
either a binary basic event (which can be found in
one of two mutually exclusive and exhaustive states
(UP or DOWN)), or a multi-state basic event (which
is represented by more than two states) [47]. For this
reason, we assume to use basic events to represent
links/connections between network element (which is
captured by mean time to failure (MTTF) A, and mean
time to repair (MTTR) uy, of links), whereas we focus on
exploring multi-state operations and underlying archi-
tecture of network elements including physical servers
and switches.

o FTs of real-world systems are probably sophisticated as
shown in [31] in which the FTs can be either coherent
FT or non-coherent FT consisting of different gates
such as AND gate, NOT gate and derived gates like
XOR. And the state-space sub-models of basic events
can also incorporate a variety of practical behaviors in
real-world circumstances such as imperfect repair pro-
cesses, the involvement of a pool of repair persons or a
single, shared repair person among the subsystems and
components etc. These sophisticated operations can
be incorporated in the state-space models and/or FTs.
Nevertheless, we limit ourself to simplify the FT models
and underlying state-space models. The proposed frame-
work is helpful for practitioners to apply in real-world
systems and relevant circumstances.

A. SYSTEM MODELS

The RG system models of three-tier and fat-tree DCNs as
shown respectively in Fig. 7 and Fig. 8 are developed in
accordance with the corresponding routing of the case-studies
presented in Fig. 5 and Fig. 6.

As described in the hierarchical modeling framework, each
RG is made up of edges and circles. The edges are used
to denote system components such as hosts, switches (with
the same symbols as in case-studies in Fig. 5 and Fig. 6)
and links between the components. The circles are used as
connecting points of the edges. There are two special nodes,
S and D, which are the start and end node of RG, respectively.
Stochastic metrics of interest of system components are cal-
culated using lower level models and are attached to edges as
input distribution functions (as described in the hierarchical
modeling framework). We denote the edges representing the
links between the two parts of the system in words which
are combined by the notation of the two parts. For example,
the link between host H1 and switch E1 is the HIE1 edge.
The same notations are applied to other links in the system.
These RGs also show that routing topologies and connectivity
between four fixed compute nodes in the network with four
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FIGURE 8. Reliability graphs of a fat-tree data center network. (a) RGO1: Case I. (b) RG02: Case II. (c) RGO3: Case Ill. (d) RG04: Case IV.
(e) RGO5: Case V. (f) RG06: Case VI.
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FIGURE 8. (Continued.) Reliability graphs of a fat-tree data center network. (a) RGO1: Case I. (b) RG02: Case Il. (c) RG03: Case IlI. (d) RG04:
Case IV. (e) RGO5: Case V. (f) RG06: Case VI.

non-fixed compute nodes are captured by continuous paths
from node S to node D consecutively interconnecting edges
and circles with each other. Thus, the reliability/availability
of the network depend on the reliability/availability of each
component in the network and at the same time, on the
predetermined routing topologies. The network is considered
as reliable/available if there is a consecutive path between the
nodes S and D. More specifically, the reliability/availability
of the DCN is indicated by the continuity of all possible
connections between the two nodes S and D. The network’s
reliability/availability is evaluated after calculating the relia-
bility/availability of its subsystems and components that are
represented by the edges in RGs. In the following sections,
we will detail the development of stochastic models for sub-
systems and components of the DCN.

B. SUBSYSTEM MODELS

This section describes the modeling of subsystems and
components in detail.

1) MODELING OF A HOST

a: SYSTEM FAULT-TREE MODEL OF A HOST

The models of a host are shown in Fig. 9. The fail-
ure/unavailability of the host is captured using a fault-tree as
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in Fig. 9a. A host becomes unavailable if either the hardware
(HW) or Software (SW) subsystems fail. Thus, the branches
HW and SW in the fault-tree represent the hardware and
software subsystems of the host. The leaf nodes in the fault-
tree correspond to every subsystems at device level. Respec-
tively, HW consists of the center processing unit (CPU),
memory (MEM), network (NET), power (PWR), and cooler
(COO). Further, SW consists of VMM (VMM), VM (VM) and
applications (APP). The leaf nodes are further incorporated of
the corresponding SRN models of the subsystems at the lower
level in the hierarchy as respectively depicted in the Fig. 9b
to Fig. 9g.

b: SUBSYSTEM LEVEL MODELS OF A HOST

i) SRN MODEL OF CPU SUBSYSTEM

Fig. 9b depicts the SRN model of the CPU subsystem.
As supposed, a host may comprise of ncpy number of CPUs
running in normal-state at the beginning, represented as the
ncpy tokens in the place Pcpynor. As time proceeds, a CPU
fails and enters the downstate. Since one of the CPUs in the
processing system fails, the remaining CPUs stop function-
ing. The failure of a CPU is represented by the firing of
the transition Tcpyy with the firing rate of #(Pcpunor)-Acpu
(marking dependence depicted by the § sign). Subsequently,
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one token in the place Pcpynor 1s removed and deposited in
Pcpudn. When a CPU (as a part of the hardware system) goes
down, the CPU subsystem and consequently, the whole server
also fails. Thus the condition under which the CPU functions
normally is when the full number of CPUs, ncpy, are in
the running state. The transition Tcpyy halts the transition
of tokens. As soon as a CPU enters downtime (a token is
deposited in Pcpyan), a repairperson is summoned to detect
the faults and then repair or replace the failed CPU. The
transition Tcpyge fires to represent the detection of the repair-
person. The token in Pcpyg, is removed and deposited in
Pcpuyyp for the repair. The transition Tcpyyp depicts the repair
of the CPU. After the repair, the transition Tcpyy, fires and
the token in Pcpyyp is removed and deposited in Pcpyyor- The
number of tokens in Pcpynor Satisfies the condition for the
CPU subsystem to function normally.

The SRN models of the other subsystems are shown
in Fig. 9c to Fig. 9f, respectively, including the memory
(Fig. 9c), network (Fig. 9d), power supply (Fig. 9e) and
cooler (Fig. 9f). Although these subsystems control different
functionalities, we observe and take into account their simi-
lar failure modes and recovery behaviors. The SRN models
therefore have the same pattern consisting of similar places,
transitions and model behaviors. We describe the SRN model
for the memory subsystem and the description of other mod-
els is referred accordingly.

if) SRN MODEL OF MEM SUBSYSTEM

The real-world memory systems could be more sophis-
ticated and the operational states of memory systems
in real-world server systems could be more complicated
depending on the internal architectures as shown in many
of previous works: [31], [79], [80]. However, in this study,
we limit ourself to consider specific cases in mainte-
nance for a distributed memory system without loss of
generality which are popular in data center systems as
follows:

o As any of the running memory elements fails due to
uncertain faults, a repair person is summoned to diag-
nose/repair/replace the failed element. There could be
a certain number of memory elements in the failure
state but the overall memory system can still provide
enough space and services for normal operations of the
upper host. In this case, the repair-person arrives to
diagnose/repair/replace in advance of a threshold of the
failed memory elements to consider the memory system
in a failure state. After the maintenance, the memory
system is in its normal state.

o In the case that the repair person does not arrive in
time, the number of failed memory elements is over
the threshold causing an overall failure of the memory
system. For this reason, the processes of diagnosis and
recovery would obviously take longer time compared to
those in the above case. The repair person has to possibly
diagnose the whole memory system, reinstall and restart
the host system.
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The MEM subsystem undergoes four main states in mod-
eling as shown in Fig. 9¢ including: Ppgpp (memory com-
ponents are in normal operation); Pysepqn(one of the memory
components fails because of a certain failure); Pyepip1 (the
failed memory component is being repaired by a summoned
repairperson in case the memory subsystem is still run-
ning even though some of the memory components failed);
and Ppygmrp2 (the memory components are repaired after
the whole memory subsystem failed to provide sufficient
services). The system initiates with nygy in running state
PyEpmup- After a period of operation, one of the memory
components fails and enters downtime state Ppgpgn. This
failure is captured by the transition Thgasr. After the firing
of this transition, one token is removed from Ppgp,y and
deposited in Ppgpman. Since a number of memories are in
upstate Pyepmyp simultaneously, they compete to fail and
thus the transition rate of Tygys depends on the number
of remaining tokens in Pygpyp (Which is known as mark-
ing dependence). As soon as a memory component fails
(in which the memory subsystem does not provide sufficient
memory capacity), a repairperson is summoned to detect
and repair/reinstall a new memory device. The detection and
repair operations are captured by the transitions TyEmder1
and TpEepmp1. As soon as the repairperson is summoned
and the detection is completed, the transition TaEpder1 1S
fired, then one token in Ppgpg, is removed and deposited
in Pygmrp1- When the repair or new installation is com-
pleted, the transition Tysgp;p1 is fired and the aforementioned
token is removed and deposited in Pyepmyp. In another case,
when a number of memories remain in the downtime period
(same number of tokens reside in the place Ppgpq,) but
the repairperson does not arrive in time which causes the
overall failure of the memory subsystem (the system does
not maintain sufficient memory capacity). Thus, as soon as
the repairperson arrives, a maintenance process is required
to detect failed components, reinstall new devices and restart
the overall system. The detection and maintenance processes
are captured by the transition Tygpmqer2. After this transition
fires, all the tokens in Pygpmq, are removed and deposited
in Pyemrp2. The tokens return to Pygpyp after the transition
TrmEmrp2 fires to indicate that the new installation of memory
devices is completed. The overall system is restarted.

iii) SRN MODEL OF APP SUBSYSTEM

Fig. 9g presents the SRN model of the APP subsystem.
We suppose that a host runs a number of applications at the
beginning depicted by nspp in the place Pappyp. Because at
any time there are multiple applications in the running state
competing to fail first, the failure of an application occurs
with a failure rate depending on the number of the currently
running applications. As an application fails, the timed tran-
sition Tappy is fired and a token in Pappyp is removed and
deposited in P4ppg,. The failed application is then halted and
restarted to avoid further data corruption. The recovery of the
failed application is depicted by firing the transition Tspp,
and thus the aforementioned token in the place Pappan 1S

9291



IEEE Access

T. A. Nguyen et al.: Reliability and Availability Evaluation for Cloud Data Center Networks Using Hierarchical Models

removed and deposited in the running state Papp,p. An appli-
cation enters an update process as the transition Tappyqr 1S
fired and thus, a token in Papp,y is removed and deposited
in Pappupdare- The transition Tappupdare 15 triggered to fire
in order to depict the update of an application. The update
is completed as one token in Pappypdare is removed and
deposited in Papp,p. The application returns to its operational
state with new updates. In this model, we incorporate the
dependence of the APP subsystem on the underlying sys-
tems, particularly the VM subsystem. As long as a VM that
hosts an app is in uptime, one token remains in the place
Pappaup- When the VM fails, the transition T4 ppqy is fired and
the token in Pappqyp is removed and deposited in Pappyan.
As an aftermath, all apps are vanished immediately regard-
less of their current operational states. This behavior is cap-
tured by a set of immediate transitions including 74ppupo.
IAPPdno> 'APPupdateo 10 Temove all tokens from the places
Pappup> Pappan> PAPPupdate, TESpectively. When the underly-
ing VM subsystem returns to its uptime, the transition T4ppg;
fires and the token in Pappgg, is removed and deposited in
Pappaup- The APP subsystem is now able to start the new
apps running on the operational VMs. Thus, the transition
Tappupi 1s enable to fire and deposit tokens one at a time into
the upstate Pappyp.

iv) SRN MODELS OF VMM AND VM SUBSYSTEMS
The operations of a VMM subsystem are captured as in
Fig. 9h. In the beginning, the underlying hardware subsys-
tems are supposed to operate in a healthy state as depicted
by one token in the place Pyppaup; and the VMM subsystem
begins with nyup of VMMs in upstate Pypap. A VMM can
fail due to regular faults as one token is removed from the
place Pyyup, then deposited in Pypypyr through the transi-
tion Typpgr. When the transition Typppy is fired, the token
representing a failed VMM in the place Py is removed
and transited to the place Pypyaa, which indicates that the
detection process of the failure of the VMM is triggered
and proceeded. As soon as the faults causing the failure of
the VMM are detected, a repairperson recovers the failed
VMM. In the VMM model, this stage is captured by firing the
transition Tyauyr, then the token representing for the VMM
in the fault detection process in the place Pypypyyy is removed
and returned to the place Pyyppy (normal and healthy state).
In another scenario, a VMM likely experiences the prob-
lems associated with software aging and thus enters a failure-
probable state in which the performance of the VMM
degrades over time, and an aging failure can occurs with high
probability. This phenomenon is captured by the transition
of a token in the place Pyypn,p (healthy state) to the place
Pyymuyp (failure-probable state). The firing of the transition
Tvmmypy with the rate of Ay indeed represents the aging
phenomenon of a VMM subsystem in modeling [61]. As the
VMM is aging in the failure-probable state, if there is no
proactive action, the VMM likely enters downtime due to
an uncertain failure resulting from aging. The aging fail-
ure occurs when the transition Ty fires and one token
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representing the aged VMM in the place Py is removed
and deposited in the place Pypprqr. As soon as a VMM fails
because of aging, it is necessary to summon a repairperson
to proceed with a detection process and then repair the aging
faults. This stage often requires a comprehensive detection
and repair and thus consumes time and efforts [81]. The
detection and repair processes of aging failure are captured by
the transition of the token represented for a failed VMM in the
place Pypmar to the place Pypmaga as the transition Tyayasa
fires; and then from the place Pyypaa to the place Pyaypgup
through the fired transition Typpsqs-. The VMM, which has
failed due to aging returns to its normal state. Aging problems
can likely be overcome by using rejuvenation techniques [81].
Among the different techniques [76], we employ time-based
rejuvenation to pro-actively and periodically purge aging
bugs from the VMM subsystem. Accordingly, the rejuve-
nation of the VMM subsystem is implemented based on
a time clock. The VMM clock starts counting time as the
system begins to operate, which is indicated by a token in
the place Pyypcir. To approximate the transition of time,
we use 10-stage Erlang distribution attached to the transition
Tvmmcikinterval (depicted as a large black rectangle) [61], [76].
After a time interval passes, the transition Tvaacikinterval fires,
the token in the place Pyuyumcne is removed and deposited
in the place Pymumeitrig- This is to trigger the time-based
rejuvenation procedures on the VMM subsystem regardless
of its current states (normal or aging states). As a result, all
the tokens either in the place Py (healthy state) or in the
place Pyyuyp (failure-probable state) are instantly removed
and deposited in the same place Py through the fired
immediate transitions tvayuprej and typmgspre;- When the place
Pymurej contains a token (representing a VMM in rejuvena-
tion), the immediate transition vy, is enabled to transit the
token in the place Pyyascikrrig to the place Pyapsrejirig, Which
is also the condition to enable the time transition Typsrej
to allow the rejuvenation process of the VMMs to start.
The tokens in the place Pypuyej are sequentially removed
and deposited in the place Pypp,p for those VMMs in the
rejuvenation period return to a healthy state. When no VMM
is being subjected to rejuvenation processes, the immediate
transition fyppcikreser fires to transit the token in the place
PyMmrejirig to the place Pyypyeic (a new interval for time-
based rejuvenation restarts).

In this SRN model of the VMM subsystem, we also
incorporate the dependency between the underlying hard-
ware subsystems (CPU, MEM, NET, PWR, and COO as
depicted in Fig. 9b to 9f). When the hardware subsystem
(HW) is up, the place Pyypaup contains one token. The
system fails when one of its subsystems fails, in which case
the token in the place Pyypayp is removed and deposited in
the place Pymaaan through the enabled transition Typpyr.
The dependency between the VMM subsystem and the hard-
ware subsystem is captured in the way that when the hard-
ware subsystem enters downtime (one token in the place
Pvymaan as mentioned above), all tokens in every places of
the VMM and VMM clock models are removed instantly.
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This removal occurs through the immediate transitions cor-
respondingly attached to the places via output arcs regard-
less of the current states of the VMM subsystem as follows
IYMMupos tVvMMfo> tvMMfdo 'VMMfpo> 'VMMafo> tVvMMafdo tVMMrejo
(for VMM model) and typaseikos tvMMecikirigo> tvMMrejtrigo (TOr
the VMM clock model). As soon as the hardware subsystem
returns to the normal state (depicted by the transition of the
token in the place Pyppdan to the place Pyppayp through
the fired transition Typpqr), the VMM subsystem initiates its
new VMM and the VMM clock starts counting a new interval
for rejuvenation. This behavior is captured by enabling the
time-transitions Typpup; (to initiate VMMs) and Typpeiki (to
initiate clock token), respectively. The rates of the transi-
tions Typmar and Tyypar are computed upon the mean time
to failure equivalent (MTTFeq) and mean time to recovery
equivalent (MTTReq), respectively, of the HW subtree in the
FT as depicted in Fig. 9a.

Fig. 9i shows a SRN model of the VM subsystem . In this
model, we capture the failures due to non-Mandelbugs and
aging problems as similarly as in the VMM model. The
operations and behaviors of the subsystem are described
in the VM model (Fig. 9i) in accordance with the previ-
ous description of the VMM model (Fig. 9h). The depen-
dency captured in the VM model is actually the dependency
between the VM subsystem and the hosting VMM subsys-
tem (whereas the dependency in the VMM model is the
dependency between the VMM subsystem and its underlying
hardware subsystem). The rates (of the transitions Ty and
Tymar) in which the whole system under the VM subsystem
enters downtime or returns to the normal state are computed
correspondingly based on the MTTFeq and MTTReq of the
VMM subsystem in Fig. Sh.

2) MODELING OF A SWITCH

a: ARCHITECTURE OF A SWITCH

A switch is modeled using a two-level hierarchical model as
depicted in Fig. 11. The availability modeling of a specific
switch using RBD and CTMC is detailed in [27], [47], and
[73]. We use FT and SRN for consistency across the modeling
of the entire system in order to model the switch with the
same configuration. The architecture of our switch follows a
distributed routing manner based on the architecture of the
Cisco GSR 12000 (Cisco, San Jose, California) [82]. The
architecture and functionalities of the switch (depicted as
in the Fig. 10) in accordance with [27], [47], and [83] are
described briefly as follows:

o Gigabit Route Processors (GRP) [84]: A GRP as the
brain of the switch runs protocols and computes the for-
warding tables then distributes them to all line cards over
the switch fabric. Furthermore, GRPs manage system
control and the administrative functions of the switch
(diagnosis, console port, and line card monitoring).

o Line Cards (LC) [85]: A LC (either the ingress or egress
LC) performs packet forwarding, ping response, packet
fragmentation (particularly including queuing, conges-
tion control, statistics, and other features such as access
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FIGURE 10. Architecture of a switch.

lists and the committed access rate). GRPs distribute
copies of most updated forwarding tables to each LC.
An independent lookup of a destination address is then
performed on each LC for each datagram received on a
local routing table. The detailed architecture of a LC is
described in [86].

o Switch Fabric [87]: (or multi-gigabit crossbar switch
fabric) as the heart of the switch connects all LCs to each
other through centralized point-to-point serial lines to
provide high capacity switching at gigabit rates thereby
enabling high performance of the switch.

— Switch Fabric Cards (SFC): enables multiple bus
transactions in a simultaneous manner to pro-
vide multi-gigabit switching functions (as an NxN
matrix, where N is the number of LC slots)

— Clock and Scheduler Cards (CSC): synchronize
LCs to transmit or receive data within any given
fabric cycle and provide scheduling information
and clocking reference to the SFC.

o Internetworking Operating System (I0S): is a software
package that integrates a variety of main functionalities
within the switches (packet routing, switching, internet-
working and telecommunications) and runs as a multi-
tasking operating system on the switch.

o Periodic Router Software Upgrade (Upgrade): A switch
likely undergoes an outage when it needs a periodic
software upgrade. Thus, we consider an upgrade as
an event that affects the overall availability of the
switch. In the modeling, we intentionally incorporate
the upgrade event in a similar manner as in the other
modules.

o Chassis [88]: All the components of the switch are
installed on a chassis with a pre-designed configuration
based on different versions of the switches. To simplify
the modeling of the switch, we assume the chassis to
be a non-redundant module which in turn consists of
a maintenance bus, redundant power supplies, and a
cooling system as a whole.
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o System Configuration [27]: An 1:1 (1 primary and
1 standby) redundant scheme is employed for GRP and
IOS, whereas a 1:N redundancy is applied for SFC in
which one standby SFC is needed for every N SFCs.
Further, at least one CSC with an additional one for
reliability and performance are required.

o Failure Modes: LCs and GRP can fail due to a certain
fault in either the hardware or software. SCS/SFC mod-
ules fail if they encounter a hardware fault. Meanwhile,
IOS fails when a software fault occurs. The switch
also stops running if it enters an upgrade process. The
switch is available with at least four functional CSC/SFC
modules.

b: MODELING OF A SWITCH
i) FAULT TREE OF A SWITCH
(Fig. 11a): The overall failure of a switch is captured by
a FT as in Fig. 11a, in which the individual failure of any
node/module (including Upgrade, LC-in, LC-out, CSC-SFC,
GRP, Chassis, and IOS) in consideration certainly causes the
overall failure of the switch.

if) SRN MODEL OF PERIODIC UPGRADE EVENT

(Fig. 11b): Fig. 11b depicts the modeling of the upgrade
process for the switch. When the switch is running in normal
state, a token resides in the place Pyy,-. After a certain
period of time, the switch needs to upgrade its firmware. This
enables the transition T, and deposits the token in the place
Pynor into the place Pyy,. When the upgrade process com-
pletes, the token in the place Py, is removed and deposited
in the place Py, through the fired transition Typgrade. The
switch returns to its normal state with updated firmware.

iii) SRN MODEL OF CHASSIS MODULE

(Fig. 11c): A two-state (up and down) SRN model is used to
simplify the modeling of the non-redundant chassis. When
the chassis enters an outage from normal state (a token in
the place Pc,p), the transition T¢y is enabled to remove and
deposit the token in the place Pcy, into the place Pcyy.
As soon as the recovery of the chassis is completed and the
chassis returns to normal state, the token in the place Pcyy, is
removed and deposited into the place P, through the fired
transition T¢,.

iv) SRN MODEL OF LC-IN AND LC-OUT

(Fig. 11d and 11e): LC-in and LC-out are the non-redundant
modules which probably encounter failures either due to
hardware or software. We also consider only two states
(up and down) of each hardware or software. Thus, both
LC-in and LC-out can be modeled similarly as a three-state
SRN model. The model of LC-in (Fig. 11d) is explained,
whereas the model of LC-out is referred to in the same way.
Initially, a LC-in is operational with a token in the place
P ciup. If the hardware fails, the transition Ty iy is enabled
to remove the token in the place Prciyp and deposit it into
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the place Prcing (downstate of LC-in’s hardware). Other-
wise, the LC-in may fail due to software, in which case the
transition Ty is fired, and the token in the place Prciup
is removed and deposited in the place Prcjsq (downstate of
LC-in software). The recoveries of the LC-in hardware and
software are captured by the firing of the transitions T7cinr
and Ty cisr, respectively. When these transitions fire, the token
in either the places Pcing Or Prcisq 1s removed and deposited
in Prciup- The LC returns to its healthy state after the recovery
of the hardware or software.

v) SRN MODEL OF CSC-SFC MODULES

(Fig. 11f): The modules CSC and SFC are modeled together
in a single model as in Fig. 11f to satisfy the constrain of
the total number of operational devices (at least four out of
five CSC/SFC modules are operational for the switch to be
available). The model is initiated with two and three tokens
respectively in the places Pcscyp and Pspcyp (normal states of
the modules). The failure of a CSC occurs when the transition
Tcscy fires whereas if the transition Tspcy is enabled, a SFC
undergoes an outage. After the firing of these transitions,
a token in the places Pcscup or Pspcup is removed and
deposited in the places Pcscan Or Pspcan, correspondingly.
When multiple CSC/SFC cards are in the normal state, these
cards tend to compete with each other to fail first. The failure
rates are therefore proportionally dependent on the number
of running cards (which is the number of tokens in the corre-
sponding places Pcscyp or Pspcyp). This marking dependence
is implied by the  sign next to the respective transitions Tcscr
and Tsrcy. The constrain for this composited model to be in
the upstate is that the pair of numbers (m-n) (which represents
the state in which m CSCs and n SFCs are up) must satisfy the
condition: m+n > 4. This constrain is captured in the reward
function to compute the metrics of interest for the CSC-SFC
module in the overall hierarchical model.

vi) SRN MODEL OF GRP/IOS MODULES

(Fig. 11g and 11h): The operations of the modules GRP and
IOS are captured in Fig. 11g and 11h, respectively. Since both
the modules GRP/IOS are a (/:N) redundant module (with
N active units) in which their operational states are identical.
We then describe the model of GRP in Fig. 11g, and the model
for IOS in Fig. 11h is referred to accordingly. The model
initiates a token in the state PGgppor to represent the normal
state of all hardware components. Either of the active and
standby units in the GRP can fail. Imperfect coverage is
incorporated in the model to capture the failure detection
processes without success. When an active unit fails and its
failure detection also fails, the operational state of the GRP
moves from PGrppor t0 PGrpafu- Accordingly, the token in
PGRrPnor 1s Temoved and deposited in Pgrpaf, through the
fired transition TGrpaf,. Nevertheless, if the failure of the
active unit is detected successfully, the token in Pggrppor 18
removed and instead deposited in Pgrpyrs. The state tran-
sition rate of the transition TGrpyp is N.A3.(1 — ¢3) and it
is N.A3.c3 for the transition TGrpafs, Where A3 and c3 are
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the failure rate of an individual unit and the coverage factor
of an active unit, respectively. The repair of a failed active
unit under unsuccessful detection occurs at the rate g when
the transition TGrpasr 18 fired and subsequently the token
in PGRrpasu is removed and deposited in PGgpuor. The GRP
module returns to its normal state. In the case of successful
detection, the standby unit takes over the operations of the
failed active unit at the rate of B,. This switchover process
is captured by the firing of the transition Tggrpsq- The token
in PGrpgya s then removed and deposited in PGrpsq. At this
point, if the next active unit fails with the rate of N.A3 while
trying to recover the first active unit, the state of the module
changes to PGrpaor. The transition Tgrpqoy is fired to remove
the token in PGrpsa and deposit it in PGrpaof.

VI. NUMERICAL AND SIMULATION RESULTS

The models are all implemented in SHARPE [58]. The
default values of the parameters using in the following
analyses are summarized in Table 1, based on previous
works [76], [89], [90].

Complex interconnection in networks often comes along
with the existence of multiple redundant paths between pairs
of network elements. For this reason, ones can still find a
continuous connection between a certain pair even in the
case of the failure of some network elements [47]. The net-
work reliability/availability is often defined as the probabil-
ity a designated pair of nodes of the graph are connected
through at least one path of working edges as first presented
in [91]-[93]. In the graph abstraction of multi-valued net-
works, the network elements can have multiple states. In par-
ticular, we defined and obtained the reliability/availability of
the lowest components in the network using reward functions
as defined in Table ?? as follows:

o Switch: is available if all of its components are opera-
tional, in other words, a switch fails if at least one of its
components fails as shown in Fig. 11a

— Upgrade: is available if it is in a normal state cap-
tured by a token in Py

1: #(P >0
§8aUpgrade = {0 : oiheUrr:to/;s)e an

— Chassis: is available if it is in a normal state
captured by a token in Pcyp.

1: #Pcyp) >0

SSAChassis = {0 . otherwise (12)

— LCin: is available if it is in operational state
captured by a token in Prciyp.

1: #(Prciwp) >0

S8aLCin = {0 1 otherwise (13)

— LCout: is available if it is in operational state
captured by a token in Prcoyp

1: #Prcowp) >0

SSAr.Cout = {0 . otherwise (1
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— CSC_SFC: is available if the total number of normal
components of CSC/SFC are not less than four,
represented by the total number of tokens in the two
up states Pcscup and Pspcyp.

1 #(Pcscup)t
#(PSFCup) >=4 (15)
0: otherwise

ssacsc_src =

— GRP: is available if it is in any of its up states
as defined in Table 4 including PGrpnor, PGRPafd >

PGRPsta, and PGrpsfi.

1:  #(PGrPuor) + #(PGRPafa)
+ #(PGRrPstd) + #(PGRpsfid)
+ #(Pcrpsfu) > 0

0: otherwise

SSAGRp = ( 16)

— I0S: is available if it is in any of its up states
as defined in Table 4 including Pjosnor, Prosafas

Posstd» Prossfa and Piosgfi.

L:  #(Piosnor) + #(Prosafa)
+#(P1osstd)
ssajos = + #(P1ossta) (17
+#(Prossfu) > 0
0: otherwise

o Host: is available if all its hardware and software com-

ponents are available.

— CPU: is available if the number of CPUs in nor-
mal state is not smaller than a pre-defined positive
number, which is captured by the number of tokens
in Pcpunor-

_ |1 #WPcpPuUnor) >= mcpru
ssacry = {0 . otherwise (18)
— MEM: is available if the number of operational
MEMs is not smaller than a pre-defined positive
number, which is captured by the number of token

in PMEMup-

1 #HPumEMw) >= myEm
SSAMEM = {O: otherwise (19)
— NET: is available if the number of operational NET's

is not smaller than a pre-defined positive number,
which is captured by the number of token in Pyggyp.

_ |1 #Pneny) >= mner
SSANET = {O . otherwise (20)

— PWR: is available if the number of operational
PWRs is not smaller than a pre-defined positive
number, which is captured by the number of token
in PpwRup-

_ |1 #(Ppwrup) >= mpwr
SSapwr = {0 . otherwise @1

— COO: is available if the number of operational
COOs is not smaller than a pre-defined positive
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TABLE 1. Default input parameters of SRN and RG models.

Name Attached Transi- Description Meantime/Value
tion

—HOST: CPU—

ncpu Number of CPUs on a Host 4

mecpuU Minimal number of CPUs to be available 2

1/Acpu Teruy Mean time to failure of a CPU 1 year

Vpcru Tepurp Mean time to repair of a CPU 2 hours

1/Bcpudet Tcpudet Mean time to detection of a CPU failure 8 hours

—HOST: MEM—

NMEM Number of MEMs on a Host 4

MMEM Minimal number of MEMs to be available 2

1/ AMmEM TMEMf Mean time to failure of a MEM 90 days

VprmEenn TMEMrpL Mean time to recovery of a MEM in the first scenario 2 hours

VunmEM2 Ty EMrp2 Mean time to recovery of a MEM in the second scenario 3 hours

/8y EMdet1 Ty EMdet1 Mean time to failure detection of a MEM in the first scenario 30 mins

1/BrmEMdet2 TriEMdet2 Mean time to failure detection of a MEM in the second scenario 45 mins

—HOST: NET—

NNET Number of NET's on a Host 4

MNET Minimal number of NETSs to be available 2

/ANET TnETS Mean time to failure of a NET 30 days

VuneET1 TNETrp1 Mean time to recovery of a NET in the first scenario 20 mins

VunET?2 TNETrp2 Mean time to recovery of a NET in the second scenario 45 mins

1/BNETdet1 TNETdet1 Mean time to failure detection of a NET in the first scenario 2 hours

1/BNETdet2 TNETdet2 Mean time to failure detection of a NET in the second scenario 2.5 hours

—HOST: PWR—

NPWR Number of PWRs on a Host 4

MPWR Minimal number of PWRs to be available 2

1/ Apwr Tpwry Mean time to failure of a PWR 30 days

Vppwri Tpw Rrp1 Mean time to recovery of a PWR in the first scenario 30 mins

Vppwr2 Tpw Rrp2 Mean time to recovery of a PWR in the second scenario 45 mins

1/8pw Rdet1 TPw Rdet1 Mean time to failure detection of a PWR in the first scenario 15 mins

1/8pw Rdet2 TPw Rdet2 Mean time to failure detection of a PWR in the second scenario 30 mins

—HOST: COO—

ncoo Number of coolers on a Host 4

mcoo Minimal number of coolers to be available 2

1/Acoo Tcooy Mean time to failure of a cooler 3 weeks

1/ucoor Tcoorpt Mean time to repair coolers in the first scenario 45  minutes

Vpcoo2 Tcoorp2 Mean time to repair coolers in the second scenario 50 minutes

1/B8coodet1 Tcoodet1 Mean time to detect failures of cooler of first scenario 15  minutes

1/Bcoodet2 Tcoodet2 Mean time to detect failures of cooler of second scenario 30 minutes

—HOST: VMM—

VMM Number of VMM on a Host 1

NV M Melk Number of Erlang steps for VMM clock 10

Vv s Tvanmy Mean time to failure of a VMM 2654 hours

VAvamasp Tvaafp Mean time to aging of a VMM 30 days

VAV MMaf TvrviMay Mean time to aging failure of a VMM 7 days

1/wv pr e Tv v Mrej Mean time to rejuvenation of a VMM 15 mins

Vwv mareik Tv M Melkinterval Mean time to clock trigger of a VMM 7 days

Vpvvvr Tv vnvir Mean time to recovery of a VMM’s normal failure 100 mins

Vv mmagr Tvamfr Mean time to recovery of a VMM '’s aging failure 65 mins

1/Bv mMatd TvrviMard Mean time to detect a VMM failure due to aging 2 hours

1/Bv s Tvrvimfd Mean time to detect a common failure of a VMM 30 mins

Vwv matupin TV M Mupin Mean time to create and start a new VMM 15 mins

—HOST: VM—

nvm Number of VM on a Host 4

NV Melk Number of Erlang steps for VM clock 10

VAvarg Ty Mean time to failure of a VM 2 days

1VAvMmgp Tvsfp Mean time to aging of a VM 8 hours

1/Av Maf Tv raf Mean time to aging failure of a VM 3 hours

1wy arres TV Mres Mean time to rejuvenation of a VM 10 mins

1wy pmeik TV Melkinterval Mean time to clock trigger of a VM 1 day

Vpv e Tv yr Mean time to recovery of a VM’s normal failure 30 mins

1/pv magr Tvrifr Mean time to recovery of a VM’s aging failure 120 mins

Continued on next page
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TABLE 1. (Continued.) Default input parameters of SRN and RG models.

Continued from previous page

Name Attached Transi- Description Meantime/Value

tion
1/Bvaafa TvMafd Mean time to a VM failure due to aging 45 mins
1/Bvmfa Tvnfa Mean time to a common failure of a VM 20 mins
1/wv Mupin TV Mupin Mean time to create and start a new VM 5 mins
—HOST: APP—
nApp Number of Apps on a Host 4
mapp Minimal number of Apps to be available 2
1/ appy Tappy Mean time to failure of an APP 8 hours
1/pappr Taprpr Mean time to recovery of an APP update 30  minutes
1/wappudr TApPudr Mean time to an APP update 3 days
l/wappPupdate TAPPupdate Mean time to completion of an APP update 20  minutes
l/wapPupin T'APPupdate Mean time to create and start an APP 30 seconds
—SWITCH: Upgrade—
MTBU TRun Mean-time-between-upgrade 4320 hours
MTTU Tupgrade Mean-time-to-upgrade 20 mins
—SWITCH: LC-in—
1/Asin Trciss Mean time to software failure of LC-in 18000 hours
Vpsin Trcisr Mean time to software repair of LC-in 20 mins
1/ AHin Trcing Mean time to hardware failure of LC-in 111050 hours
VpHin TrLcihr Mean time to hardware repair of LC-in 2 hours
—SWITCH: LC-out—
1/ Asout Trcosf Mean time to software failure of LC-out 18000 hours
Vpsout Trcosr Mean time to software repair of LC-out 20 mins
1/ X Hout Trcons Mean time to hardware failure of LC-out 103402 hours
VpHout TrLcConr Mean time to hardware repair of LC-out 2 hours
—SWITCH: CSC-SFC—
1/ Tcscr Mean time to failure of CSC 272584 hours
1/ Tescr Mean time to repair of CSC 2 hours
1/ Tsrcy Mean time to failure of SFC 422115 hours
1/pe Tsrcor Mean time to repair of SFC 2 hours
—SWITCH: GRP—
l/A\arpP TGRPsfus Mean time to failure of GRP 108304 hours

Tcrpsif,

TG RPafus

TcrPafdrs

TcrPsfds

TGcRrPa2f,

TGRrRPsfd.a2f
Vpgrp TGcRrRPsifu» Mean time to repair of GRP 2 hours

TG RPafurs

TcrPafdrs

TGRPanT 5

TGcrPsfdr
1/betagrp Tcrpsfd Meantime to switchover of GRP 20 mins
c3 Coverage of GRP active failure 0.9
Ca Coverage of GRP standby failure 0.6
—SWITCH: Chassis—
1/ e Tcy Mean-time-to-failure of Chassis 396510 hours
1/pe Ter Mean-time-to-repair of Chassis 4 hours
—SWITCH: 10S—
1/Aros Trossfus Trossif, Mean-time-to-failure of I0S 18000 hours

17 OSafus

Trosafdr

Trossfd, Trosa2f-
Ti05sfd.a2f

Vpros Tro8sifus Mean-time-to-repair of [0S 20 mins
TIOS(qu'r 5
TIOSafd'r‘ 5
Trosa2frs
Trossfdr ) . )
1/betaros Trossfd Mean time to switchover of IOS 20 mins
cs Coverage of IOS active failure 0.9999
C Coverage of 10S standby failure 0.9999
—Link—

Continued on next page
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TABLE 1. (Continued.) Default input parameters of SRN and RG models.

Continued from previous page

Name Attached Transi- Description Meantime/Value
/L Mean time to failure of a connection between components 30 days
Vpr Mean time to repair of a connection between components 8 hours

Concluded

TABLE 2. Steady state availability analysis of DCNs under default parameters.

Systems MTTFeq MTTReq SSA Number of nines
CPU 6.69940189E+08 1.61904761E+01 9.99999976E-01 7.61979
MEM 1.65310605E+08 3.71198414E+00 9.99999978E-01 7.65758
NET 4.98578505E+06 5.35141450E+00 9.99998927E-01 5.96940
PWR 6.53234116E+07 1.21352383E+00 9.99999981E-01 7.72125
COO 1.32538139E+07 1.45904442E+00 9.99999890E-01 6.95861
VMM 5.83920199E+05 9.96304600E+01 9.99829406E-01 3.76804
VM 4.25878967E+03 3.04937544E+01 9.92890711E-01 2.14817
APP 1.87718579E+02 2.30813219E+00 9.87853643E-01 1.91555
HOST 1.79728652E+02 3.54409951E+00 9.80662158E-01 1.71359
Upgrade 4.32000000E+03 3.33333333E-01 9.99922845E-01 4.11264
LC-in 1.54893452E+04 5.65801369E-01 9.99963473E-01 4.43739
LC-out 1.53311807E+04 5.80446231E-01 9.99962141E-01 4.42183
CSC-SFC 5.73352686E+09 2.58546360E+00 9.99999999E-01 9.00000
GRP 3.03241001E+05 2.00000000E+00 9.99993405E-01 5.18079
Chassis 3.96510000E+05 4.00000000E+00 9.99989912E-01 4.99619
10S 7.59507185E+07 3.33333340E-01 9.99999996E-01 8.39794
ROUTER 2.72404159E+03 4.58312949E-01 9.99831781E-01 3.77412
Three-tier Fat-tree

SSA #(nines) Downtime SSA #(nines) Downtime

(mins/year) (mins/year)

RGO1 0.999997016180 5.525227 1.56829560 0.999996139672 5.41337 2.02898845

RGO02 0.999997055015 5.530917 1.54788437 0.999996913052 5.51046 1.62249979

RGO03 0.999997384604 5.582462 1.37465230 0.999997251489 5.56083 1.44461723

RG04 0.999997384995 5.582528 1.37444640 0.999997273963 5.56447 1.43280484

RGO5 0.999997385466 5.582606 1.37419918 0.999997279243 5.56531 1.43002947

RGO06 0.999997639740 5.627040 1.24055283 0.999997544296 5.60982 1.29071781

number, which is captured by the number of token
in PCOOup-
_ 1 #(Pcooup) >= mcoo
s8acoo = {O . otherwise (22)
VMM: is available if it is either in normal

state or failure-probable state captured by a token
in either P VMMup OF PVMMﬁ)'

Lo #(Pvmmup)
+ #(Pymmypp) > 0 (23)
0: otherwise

ssaypym =

VM: is available if it is either in normal
state or failure-probable state captured by a token
in either Pypy or Pypgp.

1 #(Pvmup)
+#(PVpr) >0 (24)
0: otherwise

ssayy =

— APP: is available if the number of running APPs is

not smaller than a pre-defined positive number of

VOLUME 7, 2019

APPs for running services to be available captured
by the number of tokens in Pappyp.

_ 1 #Pappup) >= marp
ssaapp = {O ;. otherwise (25)

o Links: represent the physical inter-connections between
network elements (switches and servers). We assume to
not take into account sophisticated behaviors of links in
a network and we characterize the links by using normal
state (connected and thus, available) and abnormal state
(disconnected and thus, unavailable) which are captured
by the two parameters MTTF (A;) and MTTR (uy) of
links.

A. RELIABILITY ANALYSIS

Fig. 12a and Fig. 12b illustrate the dynamic behaviors of
the overall system reliabilities (as a function of time) for
three-tier and fat-tree DCNs in all cases when the respective
network configurations alter. In general, the reliability of the
system in all cases decays according to a certain varying
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FIGURE 12. Reliability of DCNs. (a) Three-Tier. (b) Fat-Tree.

curve as time proceeds with different speeds depending on
the corresponding network configurations. This also shows
the effects of compute node routing policies on the overall
reliability.

In the case of three-tier DCN, the reliability decay of all
case-studies follows in similar variation curves with not clear
difference when we look at the whole decaying period of
time. But, when we look into a small time slice (for instance,
[79.5-80.5] hours), we can see the difference of reliability
in accordance with routing topologies of the network. The
most distributed routing topology (case VI) outperforms the
highest level of reliability while the least distributed ones
(case I and case II) show the least level of reliability. The
cases IV and V obtain a similar level of reliability due to their
similar routing policies.

In the case of fat-tree DCN (Fig. 12b) at a certain time slice,
we find that the original networking system (case I - RGO1)
has the lowest reliability in comparison with all the remaining
cases. Furthermore, as we magnify the plot in the time slice
[79.5-80.5] hours, we observe clear differences of the relia-
bilities in the remaining cases (II-VI). The case VI (RG06)
performs with the highest reliability in the selected time slice
and at all time. As we compare the cases in the pairs (VI-V),
(IV-II) and (III-I) (in which, the former cases clearly perform
with higher reliability compared to the later cases in the same
pair), we observe that the scattering and allocation policies of
the nodes within a pod enhance the overall reliability of the
system. In contrast, if we observe the pairs (VI-IV), (IV-1II),
(V-II) and (II-I) we also conclude that the above-mentioned
node scattering policies in different pods also improve the
system reliability. We find that the scattering of nodes within
a pod is only slightly effective compared to nodes in different
pods to improve the system reliability.

As we compare the two figures, we find that the reliability
of fat-tree DCN is lower than that of three-tier DCN at
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a certain time slice. Also, the reliability decaying curves of
the former have higher slopes than those of the latter one
do, that is to say the reliability of fat-tree DCN decays faster
than that of three-tier DCN. Nevertheless, the both DCNs
have a common consensus, that is the dispersion of active
compute nodes can actually enhance the overall system relia-
bility. System design usually requires strict selection of more
reliable and expensive components rather than less reliable
and inexpensive ones to achieve the predefined dependability.
Nevertheless, in some cases, to require an increase in system
reliability, it is not an essential option to acquire highly robust
devices. Generally, there are always global policies to enable
the system designer to improve the overall system reliability.
The above results can facilitate guiding that purpose of sys-
tem design.

B. AVAILABILITY ANALYSIS

1) STEADY STATE AVAILABILITY ANALYSIS

Steady state analyses are very much important, specifically
in availability assessment of a certain system. System avail-
ability in steady state is also called long-term availabil-
ity or asymptotic availability. This is to say that, in practice,
the system availability will start approaching steady state
availability (SSA) after a (long) period of time depending
on maintainability and complexity of the system. Roughly
saying that, SSA is a stabilizing baseline where the system
availability is approximately a constant value. SSA is an
important metric in system evaluation, especially for physical
infrastructures, to predict future quality level of service that
the physical system can deliver to its end-user. In this paper,
we focus on SSA analyses of the DCNs in consideration
rather than other metrics of performance. Because, we pay
more careful attention on the capability and quality level
of services that the physical infrastructure in cloud DC can
fundamentally deliver to end-users as we look at the initial
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configurations of the system without any consideration of
operational loads yet.

We evaluated the SSA of the systems, by attempting to
compute the MTTFeq and MTTReq of every subsystem.
We also compute the SSAs of all the subsystems. The number
of nines in each SSA, respectively, is calculated for the sake
of intuitive understanding. We computed SSA with number of
nines and downtime minutes in a year for all case-studies of
the both DCNs. The results are shown in Table 2. We find
that the MTTFeqs of hardware subsystems (e.g. the CPU,
and MEM in a HOST) to be much higher than that of the
software based subsystems (VMM, VM or APP in a HOST).
The MTTReqs of those hardware subsystems, however, differ
in minor respects from those of the software subsystems.
Therefore, the SSAs of the former subsystems are clearly
higher than those of the latter ones.

In both cases of three-tier and fat-tree topologies,
the results apparently pinpoint the effects of the compute
node routing and allocation policies applied in this work,
in which the scattering policies of compute nodes either
within or between a pod apparently improve the system’s
SSA as compared to the original case with no specific pol-
icy (RGO1). As we compare the SSAs of the case-studies,
the most scattered routing topologies (case VI of three-tier
and case VI of fat-tree) achieve the highest SSA, thus the
lowest downtime minutes in a year. And the least distributed
routing topologies (case I and case II in both DCNs) perform
the lowest level of SSAs. In a comparison between the two
three-tier and fat-tree routing topologies, we find that, the for-
mer obtains relatively higher values in the SSA analyses than
the later does. The reason of this could be that, the three-
tier routing provides more connectivity opportunities for the
continuous connection between the four fixed servers and the
four non-fixed ones. Moreover, the network configurations
with scattering policies help the systems to achieve five-nines
according to the requirements of high-availability industry
standards.

2) SENSITIVITY ANALYSIS

Sensitivity analyses with regard to major impacting param-
eters are described in this subsection. The sensitivity anal-
yses are based on the sensitive variations of MTTFeqs and
MTTReqs of the hosts, switches and links in the network
systems. Those MTTFeqs and MTTReqs can be computed
through the models in subsystem level of hosts, switches
and links if there is any change in the architecture of these
network elements. In this study, the internal architectures of
the network elements are assumed to be fixed and only the
parameters changes. Therefore, we do not need to re-model
the entire infrastructure but only need to vary the values
of parameters to observe the corresponding variation of the
system availability. By analyzing the availability sensitivity
of the network, we could explore the bottlenecks and the
significant factors to gain the highest-available values of the
system’s overall availability.
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Fig. 13 and Fig. 14 present the results of the sensitivity
analysis of the system availability with respect to MTTF
and MTTR respectively of hosts, switches and links in a
detailed comparison among the case-studies. The figures pin-
point the effective impact of the compute node routing
policies of active nodes in the network versus the origi-
nal one. Furthermore, it also shows that the MTTF and
MTTR of hosts are major parameters to boost the system
availability.

Fig. 13a, Fig. 13c and Fig. 13e are the sensitivity analysis
results of SSA for three-tier DCN with respectto 1 /Ay, 1/Ag,
and 1/A;. Accordingly, the variation of SSAs of all case-
studies conforms with a common curve shape, in which in
the range of small values (<500 hours), the SSAs are highly
sensitive with respect to MTTFs of hosts, switches and links
in the way that a small increase in value of those variables can
lead to a huge improvement of the SSAs. When the MTTFs
increase in the ranges of much bigger values, the SSAs grad-
ually approach steady values. More specifically, we find that
the most distributed routing (case VI - RG06) outperforms
to obtain the highest level of SSA when MTTFs of hosts,
switches and links change. While, the least distributed ones
(case I-RGO1 and case IT - RG02) perform the lowest SSAs at
any value of MTTFs. In a comparison between the MTTFs in
term of their impact on the system’s overall SSA, (comparing
the results among the figures Fig. 13a, Fig. 13c and Fig. 13e),
the MTTF of hosts has a significant impact since the change
of the hosts” MTTF under default values of other parameters
contributes a high value of SSA to the system (six numbers
of nines). On the other hand, the MTTF of links is apparently
the most sensitive in boosting the SSA especially when the
values of the links’ MTTF are in the small-value ranges
(<500 hours) (depicted by the vertical graphs in Fig. 13e).
Furthermore, the routing policy to multiple compute nodes
which are connected to the same switches does not help gain
higher availability in data connection in comparison to other
cases as shown by the lower position of the graph representing
RGO02 in all figures.

Fig. 13b, Fig. 13d and Fig. 13f show the variation of SSA
respectively for 1 /Ap, 1/Ag, and 1/A; in the sensitivity analy-
sis of fat-tree DCN. In general, these images show a common
feature of the dependency of the SSAs on the MTTFs respec-
tively of hosts, switches, or links. That is, (i) when MTTFs
increase in small ranges (<500 hours), the value of SSA
increases rapidly; (ii) whereas, for larger values (>500 hours)
of MTTFs, the value of SSA gradually approaches a certain
stabilized value. Furthermore, the differences in variation of
SSAs when comparing the graphs show the sensitiveness of
the MTTFs onto SSAs in which the MTTF of the links is
most sensitive to SSA, then the MTTF of the switches, and
finally the host MTTF. More specifically, a slight change
in the MTTF value of links causes a huge change in the
value of the SSA of the system. Especially when compar-
ing SSA values at different ranges of MTTFs for each case
(RGO1-RGO6) in each figure, we find that, as soon as the
compute nodes of the system start being distributed to other
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FIGURE 13. System availability wrt. MTTFs in Case-studies (a), (c), (e): Three-Tier; (b), (d), (f): Fat-Tree.

pods (RG02-RGO6 cases), the SSA of the system is signifi-
cantly increased in comparison to the original case (RGO1)
(expressed as the distance between graphs in each figure).
The distribution of the compute nodes in the network clearly
impacts when the host MTTF changes. As we take a closer
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look at the enlarged graphs, we discover that the different
distributions of the compute nodes also have different impacts
on the SSA. In addition, the variations in the MTTFs of hosts,
switches and links also change the SSA in the considered
cases in different ways. More specifically, when the compute
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FIGURE 14. System availability wrt. MTTRs in Case-studies (a), (c), (e): Three-Tier; (b), (d), (f): Fat-Tree.

nodes are scattered all over the pods, the SSA always reaches
the highest value regardless of any value of the MTTFs
(shown as graphs for RGO6 situated in a higher position than
the ones for all other cases do). Conversely, when multiple
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nodes are connected with an edge-switch or in the same pod,
the system obtains a significantly lower SSA. This is reflected
in the position of the graph of the case RG02, which is always
below the graphs of other cases.
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When comparing the impact of MTTFs among the two
topologies (three-tier and fat-tree), ones may find a consis-
tence in which the MTTF of hosts has a significant contri-
bution in vastly improving the system availability, while the
MTTEF of links is very much sensitive in impacting the system
availability if its values are small.

Fig. 14a, Fig. 14c and Fig. 14e show the analysis results
of SSAs with respect to 1/up, 1 /s, and 1/ in the case of
three-tier topology. In general, we find that, when it comes
to longer time to repair a failure of the above elements in
a DCN (higher values of MTTRs), the system availability
significantly drops down in a rapid manner. More specifically,
when comparing the case-studies (RG01-RG06), the most
distributed routing of compute nodes apparently outperforms
to achieve the highest values of SSA at any slices of MTTR
values (shown by the highest graph of RGO06 in all the sub-
figures). On the contrary, the least scatterring ones perform
the lowest level of SSA as depicted by the lowest graphs
of RGO1 and RGO2. When comparing the impacts of the
MTTRs, we see that the MTTR of hosts is more sensitive
in changing the values of SSA since a little increase of the
hosts’ MTTR leads to a huge drop of the network’s SSA in
comparison to the other factors.

Fig. 14b, Fig. 14d and Fig. 14f present the variation in SSA
of the system by the variables 1/up, 1/us, and 1/ of fat-
tree DCNs, respectively. Basically, when it takes longer for
the system components to be repaired and restored after a
failure (i.e., the MTTRs increase) the SSAs of the system can
also be expected to decline in all considered cases. In addi-
tion, the more the value of the MTTRs rises, the more rapid
the value of the SSA decreases (as shown by the slope of the
graphs). Furthermore, a comparison of the graphs of different
cases in the same figure indicates the effect of the distribution
of compute nodes on the SSA improvement of the system.
Similar to the above-mentioned descriptions, when the com-
pute nodes begin to be distributed to other free nodes or to
other pods or edge-switches in the same pod, we recognize
that the SSA of the system has improved significantly. More
specifically, the original case of RGOl always results in the
lowest SSA, whereas the case in which the nodes are most
widely distributed (RG06) always reaches the highest SSA in
comparison to all the remaining cases. When we consider a
specific range of MTTRs (enlarged graphs) more carefully,
we also conclude that the way to allocate nodes in order to
increase the number of connections to different edge-switches
in different pods or different aggregation-switches in different
pods specifically enhance the value of SSA. This can be seen
when we compare the graphs for the case RG01, RG02 with
the graphs of the remaining cases, especially RG06. When
comparing the figures, we find that the MTTRs of the com-
ponents also have different effects along with the distribution
of compute nodes on the SSA of the system. Specifically,
the MTTRs of the hosts have a more sensitive effects on the
SSA than the MTTRs of switches and links. The MTTRs of
switches have the least effect on the SSA. This is shown by
the slope of the graphs in the figures. In Fig. 14b, we can
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see that only a little increase in the quantity of the MTTR
of the host also significantly reduces the SSA of the system,
whereas this change is small in Fig. 14f (especially, in the
cases in which the compute nodes are scattered more widely).
The above analysis results show that the compute nodes need
to be scattered such that (i) the system configuration contains
the number of connections between the nodes and the edge-
switches as much as possible; (ii) or in different cases in
which the numbers of connections to the edge-switches are
the same, the compute nodes are able to connect to a larger
number of aggregation-switches as many as possible.

When comparing the impact of MTTRs on the SSAs of
both three-tier and fat-tree DCNs, we realize that the impact
of hosts” MTTRs in the both topologies is similar to each
other while the MTTRs of switches and links in the fat-tree
DCN are more critical factors in impacting the system SSA
in comparison to those in the three-tier DCN, shown by the
higher slope of graphs in Fig. 14d and Fig. 14f compared to
that of graphs in Fig. 14c and Fig. 14e, respectively. This
emphasizes the importance of recovery and maintenance of
switches and links in fat-tree DCNs rather than those in
three-tier DCNGs.

In conclusion, the MTTFs of links and MTTRs of hosts
are important parameters of the DCNs. This means that to
enhance the SSA of the system we need to maintain the
connection between components as long as possible to avoid
errors and failures and at the same time we need to improve
the time required to repair failed hosts as much as possible.
Especially, in the operations and managements of the system,
the system administrator should allocate and scatter compute
nodes appropriately to achieve the highest SSA. Furthermore,
depending on the chosen routing topologies, ones need to
consider proper recovery and maintenence of more critical
system elements to enhance system availability.

C. LIMITATION AND DISCUSSION
1) LARGE DCN AND DEPENDENCIES
Our research focuses on developing a hierarchical modeling
framework and applying the proposed framework to the anal-
ysis and evaluation of a particular type of DCN based on fat-
tree topology. Modeling by using a hierarchical approach is
very suitable when applied to computer networks in DCs.
To investigate the correlation between the level of relia-
bility/availability of the connection and routing topologies
between compute nodes in DCN, we focus on applying the
proposed hierarchical modeling framework to the modeling
of tree-based switch-centric DCNs with a limited number of
compute nodes and network devices. In practice, DCs often
contain DCNs with a large number of physical servers, and
these compute nodes also connect to many different periph-
erals to ensure data security, performance, monitoring and
maintenance etc. (as shown in [94]).

Most of the analytical models in the area of dependabil-
ity are likely challenged by the largeness and state-space
explosion problems when considering large-scale systems.
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A not-well designed model with not correctly selected val-
ues of input parameters obviously causes an exponentially
increasing of the number of states in solving the model,
which eventually ends up with the impossibility to analyze
the model. To avoid the state-space explosion of monolithic
models, we develop a high level of abstraction in a hierar-
chical manner and appropriately set values of input param-
eters. However, for the large systems to be modeled using
the proposed framework, we need to apply some approxi-
mate methods such as folding technique [95] and fixed-point
iteration [96]. Ones can also develop interacting state-space
models to study a large scale system as in [97] and [98].
However, the use of such techniques often disregards the thor-
ough consideration of overall network topologies and archi-
tectures of network elements as shown in this study. In some
cases, ones even have to trade off between system architec-
tures versus system behaviors rather than to harmonize the
detailed incorporation of system architectures in modeling
with the detailed incorporation of featured system behaviors
while balancing the overall complexity of the system model.

In our study, we simplified the architecture and size
of the system as well as the number of compute nodes
in DCN for the sake of investigating DCN’s service reli-
ability/availability. Nevertheless, the proposed hierarchical
modeling framework can be extended additionally in many
respects to aim at reliability/availability evaluation of a large
DCN. Thanks to the extensibility of RG, ones may scale up
the analytical models for larger DCN architectures involv-
ing more number of network components. Extremely large
models can be solved by computing reliability (availability)
upper and lower bounds as shown in [51]. However, due
to the repetition features of a DCN architecture, the large-
scale DCN is not our main focus. We attempted to propose
a specific hierarchical modeling framework and to explore
the modeling capability of the framework which is not only
able to capture complexity and flexibility of the network
topologies at the top level but also able to incorporate sophis-
ticated operations of system at the bottom level in a complete
manner. This idea opens up a fruitful avenue for analyzing
and evaluating large DCNs.

The most advantage of combinatorial models like RG
and FT is that the models can quickly capture the overall
architecture of the system while sacrificing the involvement
of sophisticated behaviors such that of dependencies. The
most disadvantage of state-space models like CTMC or SRN
is that the models can detail at the lowest level of opera-
tional interactions and run-time dependencies but they likely
encounter with state explosion problems or largeness prob-
lems when attempting to capture many sophisticated behav-
iors and interactions between the system components at once
in a monolithic model of the same type or when attempting
to cover multiple levels of the system architecture in one
large model or when involving a number of heterogeneous
components (for instance, a larger number of VMs running on
a larger number of VMMs). For those reasons, the hierarchy
of combinatorial models with integrated state-space models
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can help solve the issue when several assumptions of sophis-
ticated dependencies and interactions are present to obtain
the targeted measures of interest of the overall system. In this
paper, we assume to not involve sophisticated dependencies
and interactions between system components to simplify and
reduce the size of the system model. However, the dependen-
cies of VM on VMM and of VMM on physical hardwares in
the proposed models were also taken into consideration in a
simplified manner, in which we use MTTFeq and MTTReq
of the lower-level subsystems to represent their uptime and
downtime periods which affects the upper hosted subsystems.
Further considerations could be referred in many of previous
works [34], [35], [61], [76], [99]).

2) ROUTING TOPOLOGIES

The object studied in this paper is DCNs complying with the
tree-based switch-centric topologies. However, as introduced
in Section I, different topologies are increasingly deployed for
DCNs in modern datacenters, that typically aim to optimize
data transfer performance, reduce operational power con-
sumption, or facilitate the management of resources. Because
the advantage of modeling by using RG is that it can capture
routing topologies or connections between components in
the network with any architecture, the proposed hierarchical
modeling framework can be used to model and evaluate other
topologies of DCNs in literature. When reliability and avail-
ability are the targeted metrics of interest, and the targeted
system to be modeled has a multi-level complexity such as
a network of systems or a system of systems, the modeling
framework is helpful for different comprehensive assessment
and analyses.

3) EVALUATION METRICS

The modeling framework in this study focuses on
reliability/availability assessment, which provides significant
indicators of high quality of services and constantly online
business continuity for a computing system in DCs. The
reliability/availability assessment relies on the consideration
of failure modes and recovery actions in the system. The
consideration of both performance and availability, which
is roughly called perform-ability [100] is out of this study’s
scope. We do not consider the degradation of the system’s
performance in association with availability evaluation of the
system. This extension to consider other evaluation metrics
would be a fruitful topic and a broad avenue for future studies,
but it may require proper modifications of the modeling
framework. In some extreme cases, the physical computing
system is not capable of providing sufficient resources to
process a huge number of end-user requests or overloaded
data traffics, resulting the consequence that the system is too
busy to be unavailable to new requests even though the system
is physically fault free. This is possibly perceived as a failure
due to run-time operations of the system. The incorporation
of system workload in modeling is usually in the cases
when computing resources are the main concern or strict
requirements for processing data-incentive tasks are
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TABLE 3. Definition of guard and reward functions attached in SRN models.

Name Attached SRN  Condition
Model/ Transi-
tion
$8AUpgrade Switch: 1: #(Punor) > 0: Otherwise
Upgrade
58GChassis Switch: Chassis 1 : #(Pcup) > 0 0: Otherwise
SSALCin Switch: LC-in 1: #(Prciup) >0 0: Otherwise
88arCout Switch: LC-out 1 : #(Prcoup) > 0 0: Otherwise
ssacsc SFC Switch: 1 #(Pcscup) + #(PSFCup) >=4 0: Otherwise
CSC_SFC
SSaGRP Switch: GRP 1 : #(PgrpPnor) + #(Porprafa) + #(Pcrpsta) + #(Parpsfa) + 0:Otherwise
#(Pgrpsfu) >0
ssaros Switch: IOS 1: #(Prosnor)+#(Prosafd) +#(Prosstd) +#(Prossfd)+#(Prossfu) >0  0: Otherwise
ssacpuU Host: CPU 1: #(Pcpunor) >= mcpru 0: Otherwise
S8aMEM Host: MEM 1: #(PveEMup) >= MMEM 0: Otherwise
SSaNET Host: NET 1: #(PNETup) >= MNET 0: Otherwise
S$SAPWR Host: PWR 1: #(PPwRup) >= MpPwWR 0: Otherwise
s$sacoo Host: COO 1: #(Pcooup) >= mcoo 0: Otherwise
ssav MM Host: VMM 1: #(Pvrnmup) + #(Pvmngp) >0 0: Otherwise
ssav m Host: VM 1: #(Pvrup) + #(Pvrigp) >0 0: Otherwise
5504APP Host: APP 1: #(Pappup) >= maprp 0: Otherwise
gTcpuy Teruy 1: #(Pcpunor) >= mcpu 0: Otherwise
9T M EMdet1 TMEMdet1 1: #(PveMdn) < NMEM — MMEM 0: Otherwise
9T MEMdet2 TrEMdet2 1: #(Pveman) >=NMEM — MMEM 0: Otherwise
9TvEMSf TveMf 1: #(PMEMup) >= MMEM 0: Otherwise
9INETS TnEeTY 1: #(PNETup) >= MNET 0: Otherwise
JINETdet1 I'NETdet1 1:#(PNETdn) < "NNET — MNET 0: Otherwise
JINETdet2 TNETdet2 1: #(PNETdn) >= NNET — MNET 0: Otherwise
9TPw Ry Tpwry 1: #(PpwRup) >= MpwR 0: Otherwise
9TPw Rdet1 Tpw Rdet1 1: #(PpwRdn) < NPWR — MPWR 0: Otherwise
9TPw Rdet2 TPw Rdet2 1:#(PpwRdn) >=NPWR — MPWR 0: Otherwise
gTcooy Tcoof 1: #(Pcooup) >= mcoo 0: Otherwise
9Tcoodet1 Tcoodet1 1: #(Pcoodn) < ncoo —mcoo 0: Otherwise
9Tcoodet2 Tcoodet2 1: #(Pcoodn) >= ncoo — mcoo 0: Otherwise
GtV M Muprej tv M Muprej 1: #(PvMMelockreset) == 1 0: Otherwise
9TV MMl Tv amraseik 1: #(Pvrmup) + #(Pvmngp) >0 0: Otherwise
GtV M Melkrej tv M Melkrej 1: #(Pvrmup) + #(Pvmnmgp) >0 0: Otherwise
GtV M Mupo tv M Mupo 1: #(Pvyrdup) == 0: Otherwise
gtvMMafo tvMMafo 1:#(Pymmdup) ==0 0: Otherwise
9Tv M Mupin Tv M Mupin 1 (#(Pvaramdup) == 1)&&(#(Pv marup) + #(Pvarnesp) + #(Pvarirej) +  0: Otherwise
#(Pvarnras) + #(Pvvsaga) + #(Pvaney) + #(Pvanisa) < nvarar)
GtV M Mcikreset  tV M Melkreset 1: #(PvmMre;) == nvuum 0: Otherwise
gtvMMafdo tvMMafdo 1: #(Pvymdaup) ==0 0: Otherwise
Gtv MM fpo tv MM fpo 1: #(Pvymdaup) ==0 0: Otherwise
gtvmMfo tvMMfo 1: #(Pvmmdaup) == 0 0: Otherwise
gtv MM fdo tv MM fdo 1:#(Pvmmdup) ==0 0: Otherwise
gLV MM fprej tv MM fprej 1: #(PvMmMeclockreset) == 1 0: Otherwise
Gtv M Mrejo tv M Mrejo 1: #(Pvymdaup) ==0 0: Otherwise
gtvMafo tvMafo 1:#(Pvmdup) ==0 0: Otherwise
GtV Mupo tv Mupo 1: #(Pvmdup) == 0 0: Otherwise
9TV Mupin Tv Mupin 1 (#(Pvmaup) == 1)&&F#(Pvrmup) + #(Pvnrsp) + #(Pvirej) +  0: Otherwise
#(Pvntaf) + #(Pvaara) + #(Pvas) + #(Pvamsd) < nva)
gtVMup'rej tV]Wuprej 1: #(PV]\/[clock'reset ==1 0: Otherwise
Gtv Melkreset tv Melkreset 1: #(Pvirej) == nvm 0: Otherwise
gtv Mrejo tvMrejo 1: #(Pvmdup) ==0 0: Otherwise
gtVIprrej tVpr'rej 1: #( VMclock'reset) ==1 0: Otherwise
9TV Mk Tv ek 1:#(Pvmup) + #(PVpr) >0 0: Otherwise
gtv Mafdo tvafdo 1: #(Pvmaup) == 0: Otherwise
gtv M fdo tvMfdo 1: #(Pvmdup) == 0: Otherwise
Gtv M fpo tv M fpo 1: #(PvMdup) == 0: Otherwise
gtvmyso tvafo 1: #(Pvnmdup) ==0 0: Otherwise

Continued on next page
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TABLE 3. (Continued.) Definition of guard and reward functions attached in SRN models.

Continued from previous page

Name Attached SRN  Condition
Model/Transition

gtv Melkrej tv Melkrej 1: #(Pvrup) + #(Pvrigp) >0 0: Otherwise

gtAPPupdateo tAPPupdateo 1: #(PAPPdup) ==0 0: Otherwise

9TAPPupin TaPPupin 1: (#(Pappdup) == 1)&&(F#(Pappup) + #(Paprpin) + #(PapPupdate) <  0: Otherwise

NAPP)

gt APPupo tAPPupo 1: #(Pappdup) ==0 0: Otherwise

gt APPdno tAPPdno 1:#(Pappdup) ==0 0: Otherwise
Concluded

associated with system design. Therefore, performance
related metrics are considering in modeling and analysis
often for specific resource consuming operations in spe-
cific systems such as data backup and store in a web ser-
vice system of two servers [101]. The relation between
reliability/availability and performance-related attributes in a
certain system is an essential and fruitful topic but out of the
scope of the study in this paper. When reliability/availability
are the targeted metrics of interest, inherent failures and
recovery actions related to the design of physical hardware
and software subsystems are literally the main concern, such
as a sudden failure of power supply system or aging failure
of VM subsystem, which are statistically observed in long-
term running. In these cases, the neglection of dynamic
workloads impacting on reliability/availability is a necessary
assumption, which is to assume that, the capacity of the
computing resources in the DCN is expected to flexibly cover
the variation of workloads either at highest peak or lowest
level. So that, the peak amount of requests or high data traffic
do not likely cause any severe system failure in run-time
operation.

Due to a limited space, we limit ourself to select several
impacting factors which also represent the main reliability/
availability indicators of the main parts in the network includ-
ing MTTFeq and MTTReq of physical servers, switches and
links. Based on the output analyses of these parameters, ones
may go further for detailed sensitivity analyses for additional
requirements usually in industry with regard to other param-
eters that eventually constitute the above-mentioned main
factors.

4) PRACTICAL IMPLEMENTATION

One of the main advantages of the proposed hierarchical
modeling framework is that we can take into account fail-
ure modes and recovery mechanisms as well as complex
behaviors in the operations of DCNs from the lowest level
of components to the overall level of a network system.
However, increasing the complexity of the network of phys-
ical compute nodes or incorporating the different behaviors
of each component in the system likely complicate the entire
system model. This can lead to a largeness problem in analyt-
ical modeling of large networked systems. Nonetheless, one
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can use the techniques and algorithms proposed in [51] to
reduce complexity in system modeling at RG models, or can
apply typical solutions to avoid state-space explosion such as
state truncation [102], state aggregation [103], model decom-
position [104], state exploration [105], [106], and model
composition [107], [108] in SRN modeling at components
level. The attempt to predict different metrics of interest of
a system by using analytical models is essentially to pro-
vide a reliable theoretical basis to facilitate system design
processes, as well as to enhance system performance control
processes in the long run. But, as a basic principle, the com-
bination of theoretical results with the results obtained from
a system simulation program, along with results of prac-
tical and experimental implementations produces the most
reliable outcomes. For that reason, the comparison between
theoretical and simulated results versus the results obtained
from actual implementation in real-world is essential in future
work.

VII. CONCLUSION

This paper presented a comprehensive hierarchical modeling
and analysis of DCNs. The systems are based on tree-based
switch-centric network topologies (three-tier and fat-tree),
that consist of three layers of switching switches accompa-
nying sixteen physical servers. We attempted to construct
hierarchical models for the system consisting of three lay-
ers, including an RG at the system layer, a fault-tree at the
subsystem layer, and SRN at the component layer. We also
conducted a number of comprehensive analyses regarding
reliability and availability. The results showed that the dis-
tribution of active nodes in the network can enhance the
availability/reliability of cloud computing systems. Further-
more, the MTTF and MTTR of physical servers are the major
impacting factors, whereas those of links are important in
maintaining high availability for the system. The results of
this study can facilitate the development and management of
practical cloud computing centers.

APPENDIX A
GUARD AND REWARD FUNCTIONS IN SRN MIODELS
See Table 3.
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TABLE 4. Descriptions of states and transitions in HOST sub-models.
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Name Description

—CPU SRN Model—

Pcpunors Popuan Operational and down states of a CPU, respectively
Pcpurp A CPU is in repair/re-installation processes.
Tepu f A CPU fails and enters a downtime period.

Tcpudet, Tcpurp

A repairperson is summonned to detect the failures of a CPU, and a CPU is repaired or re-installed, respectively.

—MEM, NET, PWR and COO SRN Models—

Pyesups PNETup, PPW Rup,

Pcooup

Pyeyvdn, PNETAn, PPW Rdn,
Pcoodn

PyEMept, PnETrp1,
Ppw rrp1, Pcoorp1
Prrenvrp2, PnETrp2,
Ppw Rrp2, Pcoorp2

Tvems, Tnery, Tpwry,
Tcoof

TMEMdet1, TNETdet1,
Tpw Rdet1, TcoOdet1

Ty EMdet2, TNETdet2,
Tpw Rdet2, TcoOdet2
TyvEMrp1, TNETrp1,
TPWRrpl’ TCOOrpl

Ty EMrp2, TNETrp2,

Tpwrrp2, Tcoorp2
—APP SRN Model—
Pappup, PaPpPdn
PappPupdate
Pappdup, PAPPddn
Tappy, Tarpr
TAPPud'r‘
TAPPupdates LTAPPupi
Tappas, Tappar
tAPPupo

tAPPdno

tAPPupdateo

—VMM, VM SRN Models—
Pv rrvrups Py vup
Pvyny, Py
Pvyigd, Pvyiga
Pvysigp, Pvvigp

Py ararress Pviire;
Pyyraag, Pvatay
Pyysvagd, Pvataga

Py yrmeiks Py ek

Py araveikirig, Pvcikerig

PVIW]\/Irejtrig, PVI\/Irejtri_q
Tv M Mupis TV Mupi
Tvumys, vy
Tvyvinmsds Tvfa
Tvyinesr, TV gr
Tvnngp, Tvarsp
Tvrsafs Tvsay
TvyvnMard, TV Mafd
TvyvmMafrs TV Magr
Tvmnres, TV Mrej
Tvarmeiris Tv meiki
tv M Mupos tV Mupo
tvMMfos tvMfo

tv MM fdo> tV M fdo

tV MM fpos LV M fpo
tvyMMafo, tVMafo

tv MMafdos tV Mafdo
tv M Muprejs bV Muprej
LtV MM fprejs bV M fprej
tvMMrejo, bV Mrejo

Operational states of MEM, NET, PWR and COO subsystems, respectively
Downstates of MEM, NET, PWR and COO subsystems, respectively

The MEM, NET, PWR or COO subsystem is still running when one of its respective components is in repair/re-
installation after failure detection.

A MEM, NET, PWR or COO component is in repair/re-installation after failure detection but the respective MEM,
NET, PWR or COO subsystem entirely goes down.

A MEM, NET, PWR or COO fails, respectively.

A repairperson is detecting a failure of a MEM, NET, PWR or COO when the respective MEM, NET, PWR or COO
subsystem is still running.

A repairperson is detecting a failure of a MEM, NET, PWR or COO when the respective MEM, NET, PWR or COO
subsystem entirely goes down.

A MEM, NET, PWR or COO is repaired when the respective MEM, NET, PWR or COO subsystem is still
operational.

A MEM, NET, PWR or COO is repaired when the respective MEM, NET, PWR or COO subsystem is in a downtime
period.

An APP normally operates or stays in a downtime period, respectively.

An APP is in an update.

Underlying layer of the APP subsystem is operational or in a downtime period, respectively.

An APP fails or is restarted, respectively.

An APP enters an update process.

An APP has been updated, or an APP is started and runs in normal state, respectively.

The underlying layer of an APP subsystem enters a downtime period and recovery process, respectively.

An APP in running state is suddenly aborted when the underlying subsystems enter downtime.

An APP in failure state (with temporary stored memory) is suddendly vanished when the underlying subsystems

enter downtime.
An APP in updating process is suddenly aborted when the underlying subsystems enter downtime.

Normal states of VMM and VM, respectively

Respective failure states of a VMM, VM

Failure detection states in which a VMM or VM undergoes a failure detection process, respectively.
Failure-probable states in which a VMM or VM may fail with high probability, but still in operation.

A VMM or VM is in a software rejuvenation process.

States in which a VMM or VM fails due to aging without rejuvenation.

States in which failures due to aging of VMM/VM are in a detection process.

Counting-time state of a VMM, VM clock

State of VMM, VM clocks in which the clock’s couting time elements are accumulated to trigger software
rejuvenation on a VMM or VM.

State of VMM, VM clocks when software rejuvenation processes are triggered on a VMM or VM.
Create a new VMM or VM and set operational states of the created ones.

A VMM or VM fails not because of aging.

A normal failure of a VMM or VM is under detection.

A failed VMM or VM is under repair.

A VMM or VM transits from a normal operational state to a failure-probable state due to aging problems.
A VMM or VM enters an aging-failure period because of aging faults.

Aging-failures of a VMM or VM are detected.

A repair of aging-failures is conducted for a VMM/VM.

A VMM or VM undergoes a software rejuvenation process after periodically triggered by the VMM/VM’s clocks.
Creation of a VMM/VM subsystems’ clock couting elements.

Removal of a VMM/VM in a normal state if there is a failure of its underlying subsystem.

Removal of a failed VMM/VM after a failure of its underlying subsystem.

Removal of a VMM/VM in detection process after a failure of its underlying subsystem.

Removal of a VMM/VM in failure-probable state due to a failure of its underlying subsystem.

Removal of a VMM/VM in aging-failure state after a failure of its underlying subsystem.

Removal of a VMM/VM in detection of aging-failure if there is a failure of its underlying subsystem.

A software rejuvenation process is triggered on a VMM/VM running in normal operational state.

A software rejuvenation process is triggered on a VMM/VM running in failure-probable state.

A VMM/VM in rejuvenation process is removed due to a failure of its underlying subsystem.

Concluded
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TABLE 5. Descriptions of states and transitions in ROUTER sub-models.

Name Description

—Upgrade SRN Model—

Purnor, Puup Normal running and upgrading states of a switch, respectively.

Trun » Tupgrade A switch transits to a ready-to-upgrate state after running in a normal state for a certain period of time; and an upgrade

process is conducted on a switch.
—Chassis SRN Model—

Pcup, Pcan The chassis of the switch is in normal state or is in malfunction, respectively.
Tcy, Tor The chassis fails to work properly or it is repaired or replaced.
—LC-in, LC-out SRN Models—
PLcmp, PLCoup Operational states of LC-in and LC-out, respectively
Prcind, Prcond Down-states of hardware modules in LC-in and LC-out, respectively
Prcisd, Prcosd Down-states of software modules in LC-in and LC-out, respectively
Trcings Trcony Hardware modules of LC-in and LC-out fail, respectively.
Trcisf. Trcosy Software modules of LC-in and LC-out fail, respectively.
Trcoinrs TLCohr Hardware modules of LC-in and LC-out are repaired, respectively.
Trcisr, TLCosr Software modules of LC-in and LC-out are repaired, respectively.
—CSC-SFC SRN Model—
Pcscups Psrcup Normal states of CSC and SFC, respectively
Pcscdn, Psrodn Down states of CSC and SFC, respectively
Tcscy, Tsrcy A CSC and a SFC fails, respectively
Tescor, Tsror A CSC and a SFC is repaired, respectively
—GRP, 10S SRN Model—
Perpnor, Prosnor All hardwares of GRP, IOS are working properly in normal states, respectively.
Pcrpa Fus Prosa fu The states of GRP and IOS respectively, in which there is a failure of active units and the units are not able to switch to
standby.
Parpsfu, Prosssu Failureyand undetected states of standby units in GRP and IOS, respectively.
Pcrps fs Prossi f GRP or IOS are running on switched standby units with laten failure, respectively.
Parpa fds Prosa fd GRP or IOS has one of the active unit in a failure state but it is detected.
Pcarpstd, Prosstd GRP or IOS runs on a standby unit which took over the previously failed active unit, respectively.
Perpsfd, Prossfd There is a failed standby unit but detected in GRP or IOS, respectively.
Pcrpazf, Prosazs Second unit in GRP or IOS failed while trying to recover, respectively.
TarPa Fus Trosa fu Active units failed and could not switch to standby ones in GRP and IOS, respectively.
Tcrpafrs T10Safr Faults of the previous active units are removed, those units return to normal state in GRP and IOS, respectively.
TcrPs fus Tross fu Standby units failed and the failures are undetected in GRP and IOS, respectively.
Tarpsif, T1ossif The GRP or I0S switched to standby units with latent failure, respectively.
Tarpsifr, TToSsifr The latent faults of standby units in GRP and IOS are repaired, respectively.
TarPa fds Trosa fd One of the active units is failed and detected in GRP or I0OS, respectively.
Tarpstds T10Sstd The standby units in GRP or IOS has taken over the previously failed active unit, respectively.
TcRrPa fdrs Trosa fdr The previously failed active unit is repaired in GRP or I0S, respectively.
TcrPa2fs T10Sa2f All the active and standby units in GRP or IOS respectively, transit a failure state.
Tcrpstd, Trossfd A standby unit in GRP or IOS fails, and is detected, respectively.
TcrPs fdrs Tross fdr The previously failed standby unit in GRP or IOS is repaired, respectively.
TGrPsfd.a2f> L10Ssfd.a2f  The active unit fails while trying to recover the failed standby.
TcrPa2frs T10Sa2fr Two failed units (active and standby) are recovered and returned to normal state.
Concluded
APPENDIX B [2] R. Cocchiara, H. Davis, and D. Kinnaird, “Data center topolo-

STATES AND TRANSITIONS IN SRN MIODELS
OF HOST AND ROUTER
See Tables 4 and 5.
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