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ABSTRACT

The boundaries between packet and circuit
networks have long disappeared, with many tra-
ditional circuit-switched applications such as
voice and video now being carried over packet-
switched IP/MPLS or Ethernet networks. How-
ever, this transition has happened so fast that
many OAM functions supported by circuit-
switched networks such as SONET/SDH are still
unmatched in packet networks. In order to
match the quality sustained by circuit-switched
networks, OAM functions must also be devel-
oped for such packet networks. A number of
recent efforts have started to address OAM
functions for IP/MPLS and Ethernet packet
technologies. Service providers and carriers alike
are the driving force behind the work, as there is
general recognition that to generate sustained
revenues, services must be efficiently managed.
In this article we discuss issues in providing
OAM features and capabilities for MPLS-based
packet networks.

INTRODUCTION

Packet networks have evolved considerably since
the early days of the ARPANET. Various tech-
nologies have appeared; some have established
themselves, others have faded away. The surge
of packet-based service providers has underlined
the importance of operations, administration,
and maintenance (OAM) functions in packet
networks as a necessary step to establish viable
business models for new services. Mirrored on
OAM functions of circuit-switched (time-division
multiplexing, TDM) networks, OAM functions
are gradually making their way into various
packet technologies such as asynchronous trans-
fer mode (ATM), IP, and Ethernet. Obviously,
each packet technology may require specific
OAM functions, so new ones are being devel-
oped as well.

ATM has long been a packet technology
embraced by carriers to provide revenue gener-
ating services due to its advanced OAM fea-
tures relative to existing IP and Ethernet
technologies. Recently, however, an effort to
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equip IP technology with traffic engineering
and service level agreement (SLA) supportive
functions that allow revenue generating services
to be deployed has emerged. Multiprotocol
label switching (MPLS) is part of this effort, as
well as OAM protocols.

This article addresses OAM functions and
protocols needed by service providers to offer
viable services built on MPLS-based packet net-
works. In what follows, we first examine current-
ly available IP-based OAM functions. We then
discuss recent OAM proposals for MPLS net-
works, as well as issues in MPLS OAM yet to be
addressed, mainly based on the activities within
International Telecommunication Union —
Telecommunication Standardization Sector
(ITU-T) Study Group 13 (SG13) and the Inter-
net Engineering Task Force (IETF).

MPLS OAM REQUIREMENTS

Early IP OAM functions were somewhat limited

[1], with ping and traceroute the most used. IP

ping allows a host to probe reachability and

round-trip delay of a certain IP address via a

series of (variable-packet-length) Internet Con-

trol Message Protocol (ICMP) echo messages

[2]. IP traceroute allows a host to probe the

most likely path taken by IP packets to reach a

given IP address.

With the introduction of real-time and quality
of service (QoS)-sensitive traffic, such as voice
and video over IP, the need to control the
switching, routing, and delivering of IP packets
across the Internet became apparent. MPLS [3]
has been regarded as the main technology to
bring control into an otherwise unpredictable IP
packet network. MPLS labels are used to pin
down paths in the Internet over which IP streams
must travel. The pinned path is referred to as a
label switched path (LSP).

An MPLS label contains four fields [4]:

* Label (20 bits): Carries the actual value of
the MPLS label.

* Exp (3 bits): Experimental bits. It can be
used to control the queuing and discarding
behaviors of the packet at each label
switched router (LSR).
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Y.1710 [5]

Y.1711 [6]
Y.1713 [7]

ITU-T SG13  IETF

draft-ietf-mpls-oam-requirements-02.txt [5]

Bidirectional forwarding detection [8]

MPLS ping/trace [9], VCCV, OAM state
mapping,’ LSR Self Test [10]

MIBs (LSR, LDP, TE, FTN, RSVP ...)

Y.1720 [11] Fast reroute [12]

MPLS high availability: graceful restart
and fault tolerance for LDP, BGP [13]?2

Y.1561 [15] Netflow

1 Virtual Circuit Connection Verification and OAM State mapping are not
addressed in this manuscript, for space considerations. The interested
reader is referred to draft-ietf-pwe3pvccv-02.txt and draft-nadeau-pwe3-
oam-msg-map-04.txt IETF drafts.

2 These topics are not addressed in this article for space considerations. The
interested reader is referred to [13] and its references.

M Table 1. Ongoing MPLS OAM efforts within the ITU-T and IETF.

* Stack (1 bit): Supports label stacking by
indicating the bottom label stack entry.

e TTL (8 bits): Supports loop prevention at
each label hierarchy level.

The label field carries the local label used to
identify to which LSP the packet belongs. The
Exp field enables features such as differentiated
packet queuing and switching for traffic within a
single LSP (e.g., using the same label). The stack
field allows embedding an inner LSP in an outer
LSP, or hierarchical LSP tunneling. Of particular
interest to us is the label time to live (TTL)
field. This field is decremented at each LSP hop,
with packets discarded when it reaches zero,
thus preventing looping packets from surviving
indefinitely.

MPLS OAM REQUIREMENTS AND
STANDARDIZATION EFFORTS

OAM has become paramount to the deployment

of new network technologies such as MPLS as

network operators recognize the importance of

OAM in their business plans. Considerable

effort has been made recently to realize MPLS

OAM functions to reflect operator require-

ments, particularly within standardization bodies

such as ITU-T SG13 and the IETF. Since this
work began in earnest in 2000, several standards
documents have been produced, with new and
enhanced OAM functions currently under study.

Table 1 summarizes this work.

MPLS OAM requirements [5, 14] can be
summarized as follows:

* Separation between control plane and data
plane OAM: OAM packets should follow
the data path.

* Detection of failed LSPs: Detection of equal
cost multiple path defects; detection of
defects independent of customer traffic
activity and before customer complaints.

* Defect detection and recovery: Loss of LSP

connectivity; degradation of LSP service
with subsequent LSP reroute; swapped LSP
defect; detection of LSP traffic replication
into another LSP; looping.

¢ Defect localization on a failed LSP: Local-
ization of defects on a tunneled LSP sce-
nario. (Note: The tracing capability should
apply to both “native” and hierarchical
LSPs).

* LSP characterization and hierarchy: Since
LSPs can nest, management of nested LSPs
is needed.

* LSP defect notification: Alarm suppression
in multiple-layer network scenarios; inter-
working with other defect notification tech-
nologies, such as those in ATM and
SONET/SDH, at the endpoints of an LSP.

* SLA measurement: In particular, service
availability, traffic latency and jitter, and
traffic loss.

* Recovery: Capability to recover from failure
automatically is necessary for some services.

* Detection of denial of service attacks.

Moreover, to scale to large networks, OAM
functions should be simple and easy to config-
ure, backward compatible with legacy LSRs, and
perform under degraded network and link condi-
tions. Finally, they should operate at various
administrative domains, such as customer and
provider domains. In the following sections we
discuss recent initiatives to fulfill some of the

OAM requirements mentioned above, and also

introduce issues yet to be addressed.

MPLS FAULT DETECTION

This section deals with fault detection issues and
protocols on MPLS networks, including detec-
tion of a failed LSP, as well as LSP recovery.

SEPARATION BETWEEN CONTROL AND
DATA PLANES

Separation between control and data planes is
directly related to the format and handling of an
OAM packet. The format of a label stack entry,
which is a header for MPLS packets, consists of
a label value (20 bits), EXP bits (3 bits), S bit (1
bit), and TTL (8 bits)[4]. To distinguish an
OAM packet from a data packet, several meth-
ods can be used. ITU-T Y.1711specifies the use
of a label stack with two entries. The top label
has the same value as user packets (transport
label), ensuring that in most cases OAM packets
can be routed on the same path as user packets.
The second label has a special reserved value of
14 to be distinguished from user packets [16].
However, the introduction of the second label
might not be fully compatible with existing load
balancing algorithms and therefore may not cor-
rectly handle networks where equal cost multi-
path (ECMP) is in use. Furthermore, in
networks where penultimate hop popping (PHP)
optimization is in use, further limitation applies,
as outlined in Table 2 (see also [16] for details).
Another option to separate OAM packets from
data packets is to use as the MPLS payload a
specific IP packet destined to a well-known
port, as in MPLS Ping. In this case the transport
label is still the same as for data packets. This
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method, however, assumes that the destination
address is a nonroutable address to make sure
that the IP packet will be processed by the route
processor of the “egress” router. This case
allows the support of PHP and limited ECMP.

Other methods to separate control and data
planes may include a hybrid mode, where an
OAM packet might be identified by a specific
label (router alert) or using a specific field in the
packet that makes recognition easier. Virtual
Circuit Connection Verification relies on this
technique.

DETECTION OF A FAILED LABEL SWITCHED PATH

LSP failures require the testing of specific pack-
et flows, besides network failure detection/local-
ization mechanisms, because in many instances
packet flows may get interrupted without net-
work (link/node) failure. This may be due to
routing/forwarding table problems, a broken
label binding, network congestion, or other caus-
es. Connectivity verification, as well as ping/
traceroute types of OAM functions are appropri-
ate for this type of fault detection. The imple-
mentation of these protocols may differ,
depending on the particular packet technology.
Regardless of the technology, however, it is
important that the OAM packets used travel the
same path as regular data packets.

LSP DEFECT SCENARIOS

There have been two efforts in the standard
world regarding LSP defect detection and recov-
ery. ITU-T Recommendation Y.1711 has stan-
dardized connectivity verification (CV) function,
whereas bidirectional forwarding detection
(BFD) function is under study within IETF. Fig-
ure 1 shows various kinds of plausible defect sce-
narios. A’ and B’ are the intended receiver for A
and B, respectively. Defect scenarios are:

* Simple loss of connection

* Misconnection

e Swapped connection

* Mismerging

* Loop/unintended replication

CONNECTIVITY VERIFICATION (ITU-TY.1711)

The basic idea of CV function is to send test
packets (CV packets) periodically (one per sec-
ond) from the ingress LSR to the egress LSR
with the identity of the ingress LSR and origi-
nating LSP. The egress LSR analyzes the iden-
tification information of the received CV
packets to detect defects. Figure 2 shows the
CV packet format. It has two label stack entries.
The top label is the same as that in user pack-
ets. The second label identifies the OAM pack-
et, via a reserved value of 14 [16]. The EXP
bits in the top label and the OAM label are
both set to the highest priority value used across
the entire network. The S bit of the OAM label
is set to 1 because it is the bottom label. More-
over, to ensure that CV packets will not go
beyond the egress LSR, the MPLS network is
treated as one-hop. The function type field
indicates the OAM type: a code point 01H is
assigned for CV packets. The next two fields,
LSR ID and LSP ID, form the LSP trail termi-
nation source identifier (TTSI). The TTSI is
used to identify the ingress LSR (via the IP

(0

(d)

Loop

Copy
(e)

A

Al

B Figure 1. LSP defect scenarios: a) simple loss of connection; b) misconnec-

tion; c) swapped connection; d)mismerging; e) loop/unintended replication.

address of its output port) and originating LSP
(via the LSP ID). The BIP 16 field is used for
error detection/correction.

The ingress LSR sends CV packets with its
TTSI value at every second. The egress LSR
receives CV packets and analyzes their TTSI
values to determine whether they are expected
values or not. If the egress LSR receives an
expected TTSI, it declares no defect. If it does
not receive any CV packet for more than 3 s, it
declares a loss of connectivity defect (ALOCV)
(Fig. 1a). The egress LSR waits before declar-
ing dLOCYV to avoid misdetection of dLOCV
due to an OAM packet loss. If there are two
consecutive OAM packet losses, the egress
LSR may mistakenly declare dLOCYV, but this
happens very rarely in normal operating condi-
tions. In addition, as an egress LSR waits for 3
s, the expected delay variation, which is nor-
mally much less than a second, is acceptable. If
an egress LRS receives an unexpected TTSI, it
declares a TTSI mismatch defect (dTTSI-mis-
match) (Fig. 1b and c). If it receives both unex-
pected and expected TTSI values, it declares a
TTSI mismerge defect (dTTSI-miss-merge)
(Fig. 1d). If it receives more than five CV
packets with expected TTSI values within 3 s, it
declares excessive reception defect (dExcess)
(Fig. le).
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Y.1711

MPLS ping/trace

Hardware

Applicability

ECMP friendly

PHP friendly

Scalability/Frequency

Service level agreement

“Probably” need new hardware (scalability,
TTSI handling, ...)

* Mainly a detection mechanism

* Point-to-point connection-oriented LSP
(e.g., RSVP-TE)

 Detect LSP mismerge, misbranching

Uses existing hardware

* Mainly a troubleshooting tool

* LDP, RSVP-TE, any other MPLS signaling

* Detect FEC consistency (i.e. LSP misbranching label to FEC
mapping problem)

* Troubleshooting: hop-by-hop tracing and problem
localization

No, use reserved label, might affect load Yes

balancing if ECMP occurs at the intermediate
LSRs of a given LSP

There is a limitation depending on the type  Yes

of PHP [16]

Packet injection frequency every 1 s
Requires management of TTSI

BIP 16 calculation

Head-end and tail-end need to keep track of
LSP state machine

No No

M Table 2. Y1711 vs MPLS ping/trace functionality.

In addition to CV, fast failure detection
(FFD) function was introduced in the revised
version of ITU-T Recommendation Y.1711 in
order to realize faster protection switching. The
function of FFD is the same as CV. However,
FFD sends OAM packets with shorter intervals,
allowing faster defect detection.

BIDIRECTIONAL FORWARDING
DETECTION (IETF)

Bidirectional forwarding detection is intended
to be a low-overhead short-duration failure
detection mechanism in the forwarding path
between two adjacent network elements [17]. A
verification packet can be used at any of the
protocol layers, which makes BFD a very versa-
tile tool. BFD can provide failure detection on
any kind of path and media, such as physical
links, virtual circuits, and an MPLS LSP

Basic ECMP algorithm that will explore all 127/8 address
range; draft suggests per-hop ECMP exploration

Frequency as per operator request
Use native information
IP cyclic redundancy check

No state machine, echo reply contains code that is
interpreted by operator and/or management platform

between two pairs of network elements. The
protocol is based on a three-way handshake,
which is applied when establishing or tearing
down BFD sessions, ensuring at any given time
that the participants in the session are aware of
state changes.

A session is operational when two-way com-
munication is established between the pairs’ sys-
tem. Applied to MPLS networks [8], a BFD
session can be established over each forwarding
equivalency class (FEC) associated with an
MPLS LSP. Session establishment is done via
LSP ping protocol. Parameters such as timers
and detection failure rate are negotiated initially
and can also be changed on the fly (by the oper-
ator) should a need arise (e.g., to speed up or
reduce the detection failure rate). BFD can be
used in the following modes:

* Connectivity verification in asynchronous
mode: BFD packets are sent continuously

Top label (same
. OAM packet payload . OAM label | as user packets) ,
5 : LSP TSI . : : :
2 | s o
g |2 A m |5
< o % o
3 Padding 5 % 2 [S|3|z|2|=|alyl2|8
= (all 00H) = = g | <€ [=[5lg |8 (|°|%| 8|5
(o)} v lw) = o Z |=| © = © 2
o (0] ~ = = = %
g |3 B
1 1 1
2 octets 18 octets 4 16 octets 3 8 bits | 3 bits ‘ 8 bits 3 20
octets octets bits bits
1 octet 1 bit 20 bits 1 bit

M Figure 2. Connectivity verification packet format.
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from one system to the remote peer. Con-

nectivity is declared lost upon missing a

consecutive number of packets. The thresh-

old number is configurable and should take
into account several parameters, such as
link characteristics. On demand verification

is also possible to assess link/media status.

* Loopback test (echo function) : BFD pack-
ets are sent to the remote peer, which in
turn transmits them back to the originating
node. Typically, echo mode provides for-
warding plane testing. One can also per-
form connectivity verification with the echo
function.

As for any detection protocol, timers and fre-
quency of the probe packets need to be correctly
chosen. The biggest advantage of BFD is the
possibility to fine tune those parameters to satis-
fy specific detection criteria for either mode.

While CV and BFD are defect detection
functions, MPLS LSP ping and MPLS LSP
traceroute, to be introduced shortly, are diagnos-
tic functions. These two types of functions com-
plement each other: CV and BFD detect defects
first, while ping and traceroute localize where
the defects occurred.

MPLS FAULT LOCALIZATION AND
MANAGEMENT

In this section we address protocols that facili-
tate defect localization. Ping, traceroute proto-
cols, the LSR test procedure, as well as LSP
hierarchy and its relation to defect notification
are addressed.

DEFECT LOCALIZATION ON A
FAILED LABEL SWITCHED PATH

MPLS LSP Ping — Reference [9] is a recent
proposal for MPLS LSP ping and traceroute
functions. MPLS echo request and reply, defined
as UDP packets, are used to implement these
functions (Fig. 3). The header of an MPLS echo
request carries a return code field, which allows
the far end router (LSR at the end of the LSP)
to indicate whether a given prefix is reachable
via the LSP at which the MPLS echo message
was sent. This prefix can be of various types,
such as IPv4, IPv6, Resource Reservation Proto-
col (RSVP), a layer 2/3 virtual private network
(L2/L3 VPN), and so on. Optionally, a down-
stream mapping type length value (TLV) is car-
ried by the echo request as a way to check
consistency of labels within the LSP. An echo
reply has the same packet format as the request.
Figure 3 illustrates a MPLS echo packet format.
An LSR wishing to ping a given prefix over a
particular LSP originates an MPLS echo UDP
packet with IP TTL = 1 (the packet does not
leave the MPLS domain) and label TTL=255
(the packet should be able to reach the last LSR
of a LSP), and an FEC TLV containing the pre-
fix to be pinged. An intermediate LSR, upon
receiving the MPLS echo request, checks
whether it is a transit or egress LSR for that LSP
(error conditions are also covered). The LSR
also checks whether the label used in its incom-
ing interface has been advertised for the FEC

IPv4 header
1 = MPLS echo
request
2 = MPLS echo
reply

4 bytes | V |IHL| ToS Length )
4 bytes | Identification Frz fr;\;nt
4 bytes | TTL |Protocol| Header CKS >
4 bytes Source address
4 bytes Destination address )
2 bytes Version = 1
2 bytes 00 00
1 byte Message type
1 byte Reply mode
1 byte Return code/subcode
4 bytes Sender handle
4 bytes Sequence number
4 bytes Timestamp sent
4 bytes Timestamp received
Variable size TLVs

1 = Do not reply

2 = Reply via IPv4
UbP

3 = Reply via UDP
with RA

M Figure 3. MPLS echo request/reply packet format.

corresponding to the prefix carried in the echo
request. Furthermore, if a downstream mapping
TLV is present in the request, the LSR in ques-
tion checks if its router ID or one of its interface
addresses matches one of the addresses in the
downstream mapping TLV of the request mes-
sage. An MPLS echo reply UDP packet is gener-
ated with the results of these checks. The echo
reply has its TTL set to 255, and a return code,
reflecting the status of the checks, destination IP
address, and UDP port, which are copied from
the source address/port of the request packet. If
a downstream mapping TLV was contained in
the request packet, the LSR issuing the reply
computes its own downstream LSR address and
label, and includes those in the echo reply pack-
et. Timestamps are used as an aid to latency
estimation of future OAM protocols.

MPLS LSP Traceroute — An LSR wishing to
traceroute a given LSP issues a series of MPLS
echo requests with increasing label TTL values.
Initially, it issues an echo request with label TTL
= 1 and an FEC TLV with the prefix of its next
neighbor in the LSP of interest. The next neigh-
bor LSR receives the request, and processes it in
the same manner as described under MPLS
ping, issuing an MPLS echo reply. Upon receipt
of the echo reply, the LSR that has initiated the
traceroute copies the downstream mapping TLV
received in the reply onto its next echo request,
increments the label TTL value to reach the next
LSR in the LSP, and sends its next echo request.
A series of echo replies are gathered as LSP
traceroute information. The protocol is similar
to IP traceroute, except that LSP routes are not
expected to change.

Often, LSPs for a given FEC may have multi-
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LSR 2

Data plane verification ( : = L-TTL = g
®request is issued to L-TTL =2
upstream neighbor

@ Data plane verification
request is looped back
to request originator

@ Request is received and
relayed as regular MPLS
packet

@ Data plane verification
reply is originated, once
request label TTL reaches 0

==) Data plane
verification
request

== Data plane
verification
reply

M Figure 4. Data plane LSP verification protocol.
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Digital crossconnect % 1
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SOV Ei Data Tozcckeett LSR 2

& Router == LSP ping

%
=

e

M Figure 5. LSP OAM and LMP.

ple next hops at transit LSRs. LSPs may have
backup paths, detour paths, and other alterna-
tive paths to take in the case of a failure in the
primary LSP. Altough it is desirable that MPLS
echo requests exercise all possible paths, this
may not be practical, as the algorithms that a
given LSP uses to load balance packets over
alternative paths may not be publicly available.
To achieve some degree of coverage on alter-
nate paths, the MPLS ping/trace mechanism may
use 127/8 addresses as the destination addresses
of the MPLS echo request packet. This destina-
tion address might affect load balancing if the
LSR uses it in the IP header as the decision for
load balancing. Furthermore, in the case of
traceroute, each transit LSR will provide infor-

mation about how each of its downstream
routers can be reached. The ingress can then
send MPLS echo requests that exercise these
paths. Table 2 summarizes ITU and IETF MPLS
ping and traceroute characteristics.

LSP Self-Test — MPLS traceroute exposes the
whole set of LSP labels of a given LSP. Howev-
er, it may be useful for an LSR to test only its
local label biding, perhaps as part of an LSP
fault localization procedure for a defective LSP.
An LSP self-test proposal [10] addresses this
issue. Figure 4 illustrates the self-test protocol.

The idea is for an LSR willing to test its LSP
label biding (LSR 3) to issue an MPLS data veri-
fication request to an upstream neighbor (LSR2)
to send a labeled packet back to itself over a cer-
tain incoming interface with an expected label.
The packet request has its label TTL value set to
expire at the next downstream neighbor from
the LSR initiating the protocol (LSR3), in this
case LSR 4. The MPLS packet sent by LSR2 is
processed as any other labeled packet by LSR 3
and forwarded over to LSR 4. Upon TTL expi-
ration, LSR 4 sends a reply to LSR 3, complet-
ing the test. The request and reply messages are
special LSP ping messages, optimized for fast
processing (e.g., no timestamps are supported;
see Fig. 3).

MPLS Link Management Protocol — Anoth-
er fault management initiative is the Link Man-
agement Protocol [18]. In essence, LMP runs
between a pair of generic nodes that have estab-
lished a control channel adjacency between two
IP interfaces for management purposes. Once
the adjacency is established, a hello protocol is
used to monitor control link connectivity. The
protocol includes the relaying of faults detected
over multiple parallel data links and fault local-
ization features. That is, once a failure is detect-
ed on a given direction of a link, channel status
messages are sent on the reverse direction to
indicate to an upstream or downstream node the
location of the faulty link. These messages may
also be relayed to adjacencies that are chained
together in both upstream/downstream direc-
tions so that other nodes may locate the failure.
This is analogous to Alarm Indication Signal and
Remote Defect Indication messages in ATM
technology.

Notice that the LMP is intended to operate
over control channels that may run over diverse

[ ] il

Incoming

packets
Push label L2
Push (add)

label L1

Outgoing
Pop label L2 PR

Pop (remove)
label L1

M Figure 6. Maintenance entity for MPLS OAM.
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data links. That is, its purpose is to manage con-
trol capabilities of routers, not data forwarding
capabilities, as is the case for LSP fault manage-
ment protocols. A healthy control channel is typi-
cally used to exchange IP routing information,
signaling, and management information between
IP interfaces connected via a variety of transport

Operation support system (OSS)

Alarm suppression
Report of link

. defect
technologies, such as Ethernet, ATM, and syn- Ins:rteTZDI
chronous optical network/synchronous digital A :
hierarchy (SONET/SDH.) Moreover, tests on .. .
data links can be coordinated by LMP messages Hse====-1

. ’ . B I
running over control channels. Figure 5 illustrates [=9-----+ =]
the distinction between data and control planes D E F G
with regard to LMP and LSP OAM protocols. C

In the figure LSR1 and LSR2 establish an

Detection of dLOCV
+ reception of FDI =>
alarm suppression

LMP control adjacency between LSR1 interface
I-1 and LSR2 interface I-1. They use this control
interface to coordinate tests to be executed in

two distinct LSPs , one connecting I-1 of LSR1
to I-1 of LSR2, and another connecting I-1 of
LSR1 with I-2 of LSR2. LSP ping messages are
used to test data link connectivity on both LSPs.

LSP CHARACTERIZATION AND HIERARCHY

A maintenance entity is an object to which OAM
functions are applied. In ITU-T Recommenda-
tion Y.1711, the maintenance entity is an LSP.
OAM functions can be applied to each level of
LSPs when LSPs are nested. Unlike ATM, which
defines both segment and end-to-end OAM
functions, only end-to-end OAM functions are
defined in Y.1711. However, there are cases
where supervision of a specific span that is not
an end-to-end LSP is necessary because the span
to be supervised does not always coincide with
the entire LSP. In that case, the span in question
can be supervised by defining a new LSP over
that span and accommodating LSPs that need to
be supervised. Figure 6 shows an example. LSP1
is defined from NE1 to NE6. If one needs to
supervise from NE3 to NES, one can define an
LSP2 using label stacking. NE3 pushes (adds) a
label L2 on top of L1 and NE5 pops (removes)
label L2. With this operation, LSP2 is defined
from NE3 to NES, accommodating LSP1. The
span from NE3 to NES5 can be supervised using
OAM functions for LSP2.

LSP DEFecT NOTIFICATION

ITU Recommendation Y.1711 [6] specifies for-
ward defect indication (FDI) and backward
defect indication (BDI) as defect information
transfer functions, in the forward and backward
directions, respectively. The purposes of these
functions is to announce the existence of a defect
and suppress unnecessary alarms. When the
defect detection is announced, nodes down-
stream and upstream take necessary action (e.g.,
stop usage-based billing). When a transmission
line that accommodates several LSPs fails,
dLOCV is detected at the egress of each LSP.
Since these dLOCVs are secondary defects
caused by a defect on the transmission line, they
should be suppressed if the root cause is proper-
ly handled. FDI packets are generated and trans-
mitted downstream every second by the LSR
that detects a server (lower) layer defect, which
may include defects in lower-level LSPs when
LSPs are nested using label stacking. When an
egress LSR detects a dLOCV and this LSP

M Figure 7. Alarm suppression mechanism.

accommodates another higher-level LSP, the
egress LSR generates FDI in that higher level
LSP. Figure 7 illustrates how alarm suppression
works. When the link between E and F breaks,
LSPs A-H, B-J, and C-K are interrupted. Then
H, J ,and K detect dLOCV. LSR F detects the
link defect and reports it to the OSS. Then F
generates FDI packets toward H, J, and K. When
H, J and K receive FDI packets, they do not
report dLOCYV to the operations support system
(OSS) even though they detect dLOCV, because
they understand that this defect has already been
detected and reported upstream.

BDI is designed for indicating the existence
and detection of a defect upstream. When an
egress LSR receives an FDI packet, it generates
a BDI packet and transmits it in the backward
direction if an LSP in this direction exists. Since
LSPs are unidirectional, if there is no LSP in the
backward direction BDI would be either not
transmitted or transmitted by other methods.

MPLS SERVICE MANAGEMENT

In this section we discuss issues related to the
management of an MPLS domain. Specifically,
we address MPLS tools to support SLAs, includ-
ing LSP packet loss, throughput, and protection
mechanisms, and discuss OAM domains.

SERVICE LEVEL AGREEMENT MEASUREMENT

Traditionally, IP services have been limited to
datagram applications with loose or no QoS
guarantees. For these applications, connectivity
was the main concern, so IP ping and traceroute
functions were quite adequate. This is no longer
the case, as real-time applications such as IP
telephony and videoconferencing have made
their way into the Internet. In the near future,
stringent QoS requirements must be met by
MPLS networks if such point-to-point applica-
tions are to become widespread and generate
revenue. As noted in [14], LSP performance
monitoring involves the measurement of LSPs’
packet service properties such as service avail-
ability, packet delay, jitter, and loss. Service
availability within an SLA should be calculated
based on some of these measurers, depending
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on the type of SLA. Morever, SLAs are likely to
contain QoS guarantees, such as packet delay,
jitter, and loss. Therefore, delay, jitter, and loss
measurements of a packet flow are indispens-
able. Furthermore, measurement of the through-
put may also be necessary.

MPLS PROTECTION AND RECOVERY

Protection and recovery can be classified as
either local or global. Global protection applies
to an LSP end-to-end, while local protection
applies to a failed link or node. Protection
restoration time is a direct function of where
the fault is processed. Local protection gener-
ally provides a shorter convergence time
because the fault message is processed by the
local node (link protection) or an immediately
adjacent node (node protection). Convergence
times of the order of 50 ms are achievable.
Path protection requires a longer convergence
time as the fault message must propagate back
to the head-end, which initiates the protection
mechanism.

The simplest method is 1+1 and 1:1 protec-
tion switching architectures specified by ITU-T
Recommendation Y.1720 [11]. In 1+1 architec-
ture, traffic is copied and sent both to working
and protection LSPs simultaneously. In 1:1
architecture, traffic is sent to either a working or
protection LSP. As such, the protection LSP can
be used to convey other traffic (so-called extra
traffic) when not being used to carry working
traffic. The efficiency of protection bandwidth
may be further improved via mesh protection.

Based on the signaling protocol used, several
resilience options are available. For example, an
LDP-based network might rely on fast IGP con-
vergence and high-availability enhancements to
LDP.An RSVP with traffic engineering (RSVP-
TE)-based network allows the use of multiple
explicit paths when signaling an LSP. Upon pri-
mary path failure, an optimization procedure
may signal the other paths, enabling traffic to be
switched to the new working LSP. Moreover,
RSVP-TE has been enhanced to provide local
repair of LSP tunnels via establishment of a

bypass LSP [12] that allows a single backup tun-
nel to protect several primary LSPs (n:m protec-
tion model).

POINT-TO-POINT AND
MULTIPOINT SERVICE MIANAGEMENT

Telecommunication service providers have long
been providing point-to-point services, with the
OAM framework already developed geared
toward these services. However, the manage-
ment of multipoint services such as VPNs and
distributed storage systems that are gaining pop-
ularity is not well understood as of this writing.

Typically, user-network interfaces (UNIs) are
used to characterize customer/provider points of
attachment. In the multipoint case, N (> 2) UNIs
are needed, with each UNI having an incoming
traffic profile (traffic injected into the service
provider network) and an outgoing traffic profile
(traffic exiting the provider network). For a given
UNI, the incoming traffic can be delivered to all
other UNIs, to some other UNISs, or to any of the
other UNIs, depending on the service provided.
QoS may need to be supported (e.g., broadcast
video applications), which may entail the defini-
tion of packet loss and delay guarantees. Such
guarantees may also need to be made on a per-
UNI (or even pair-of-interfaces) basis, as inter-
faces of diverse link speeds may be involved.

Once appropriate SLAs are defined, the chal-
lenge is the reservation of resources to achieve
the performance objectives stated in the SLAs,
and the traffic engineering of multipoint ser-
vices. Finally, protection requirements need to
be addressed for multipoint services as well,
since the per-path protection approach used for
point-to-point services may not scale for multi-
point services, given N(N — 1) paths are involved
in an N-node multipoint service, especially if
QoS requirements are involved.

OAM DOMAINS

OAM functions operate on network resources
under control of a given entity: a network opera-
tor, a carrier, or an enterprise. Often, multiple
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entities must interact to provide services across a
wide geographical area, bringing OAM domains
into play. An OAM domain encompasses net-
work resources that are visible, controllable, and
manageable by a given operator. It may involve
multiple transport technologies, such as
SONET/SDH, ATM, IP, and Ethernet. Two
basic domains are the customer network and the
provider network, illustrated in Fig. 8.

OTHER OAM CONSIDERATIONS

The list of OAM functions so far discussed is by
no means exhaustive. Other MPLS OAM func-
tions are likely to appear in the future, as new
IP/MPLS services and applications emerge.

One area requiring attention is the profusion
of worms and denial of service (DoS) attacks in
the Internet today. MPLS OAM must support
detection and neutralization of DoS attacks [19,
20]. DoS attack detection is based on screening
data packet streams via a packet selection pro-
cess using filtering or sampling [19]. In filtering a
mask is used to select packets with a certain
property, such as an IP source/destination
address, a TCP port, an FEC, or an LSP label.
With sampling, packets are selected based on a
random process and thus may not have any
resemblance to each other. Once a DoS attack is
detected, mechanisms can be used to neutralize
it and track its origin [20].

CONCLUSION

With the increase of data services, an efficient
OAM platform is the key to a successful busi-
ness model of a service provider/carrier. We
have discussed issues in the design of OAM pro-
tocols for MPLS packet technologies, as well as
recent proposals.

Large-scale MPLS deployment must be
accompanied by appropriate OAM tools to effi-
ciently manage packet networks, since service
providers and carriers are willing to adopt new
technologies only if they come with appropriate
management tools.
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