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OAM IN MPLS-BASED NETWORKS

INTRODUCTION

In the last few years, Multi-Protocol Label
Switching (MPLS) has been successfully
deployed in the backbone networks of most ser-
vice providers worldwide. MPLS is based on
dividing the forwarding space into forwarding
equivalence classes (FECs), and establishing cor-
responding label switched paths (LSPs) from
sources to destinations in the network. For each
FEC, labels are exchanged between adjacent
nodes in the network and used to forward pack-
ets along the LSPs. A new protocol called the
Label Distribution Protocol (LDP) has been
explicitly defined for distributing labels [1].

MPLS does not assume LDP as the only label
distribution protocol, and other choices are pos-
sible. For example, the label distribution func-
tion can be piggybacked on existing protocols,
such as Resource Reservation Protocol (RSVP)
or Border Gateway Protocol (BGP), and exten-
sions of these protocols have been defined for
this purpose. Nevertheless, the use of LDP is
widespread. The protocol is supported by most
vendors of MPLS equipment and used by most
service providers. As such, the issues related to

the use of LDP are of great practical relevance,
and possible failures due to the use of this pro-
tocol are a major reliability concern in MPLS
networks.

The introduction of LDP as a separate proto-
col from the routing protocol brings a new set of
issues related to the possible failures that may
occur when LDP is used. In fact, LDP and MPLS
in general do not have intrinsic means for detect-
ing and locating failures in the LSPs, and new
mechanisms have to be introduced. Further-
more, the LSPs are formed using information
from the underlying Interior Gateway Protocol
(IGP) to select the next hop. Yet the routing
protocol may not be aware of a failure that may
be happening in LDP, so traffic may continue to
be forwarded to the location of the fault, unless
coupling between LDP and IGP is created to
make the routing protocol aware of the problem.

In this article our focus is on this type of fail-
ure to which we refer as LDP failures, to stress
that their occurrence is closely tied to using LDP
as the label distribution protocol of choice.
Indeed, some of these failures would be simpler
to handle if a different protocol were used for
label distribution, such as RSVP with traffic
engineering (RSVP-TE) or BGP, since MPLS
could rely on the intrinsic failure recovery mech-
anisms of that protocol.

As for any type of failure, four aspects are
relevant in LDP failures: detection, location,
notification, and recovery. New mechanisms
have to be provided in MPLS to detect that an
LSP is faulty and locate the failure. To verify
the status of an LSP, the mechanism that has
been receiving the most attention in the indus-
try is LSP Ping [2]. A second useful mechanism
to understand if an LSP is up and running, and
locate a failure in case of a problem, is LSP
Trace Route. Mechanisms for automatic LSP
validation and self-testing have also been recent-
ly proposed [3]. Other mechanisms also exist,
and some have been used in proprietary imple-
mentations. Some of these mechanisms are
inspired by similar mechanisms used in asyn-
chronous transfer mode (ATM) to verify the
status of a virtual circuit. For example, opera-
tions, administration, and maintenance
(OA&M) packets may be periodically inserted
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ABSTRACT

In the last few years, multiprotocol label
switching has been successfully deployed by the
majority of service providers worldwide. The
Label Distribution Protocol is used in many
MPLS networks for distributing labels to estab-
lish the label switched paths. This article focuses
on LDP failures, namely failures that may occur
in LDP while the underlining Interior Gateway
Protocol of choice, and the physical connections
are operating normally. Since LDP and MPLS in
general do not have intrinsic means for detecting
these failures, new mechanisms have to be intro-
duced to handle them. Furthermore, the IGP
may remain unaware of the LDP failure, and
continue to direct traffic to the faulty path. To
resolve this situation, coupling between LDP and
the routing protocol may have to be introduced.
In this article, we discuss all aspects related to
handling LDP failures: discovery, location, noti-
fication, recovery, and prevention.

LDP Failure Detection and Recovery
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at the source of the LSP and used to verify the
continuity of the LSP (connectivity verification).
Those packets may be handled at the destina-
tion, which is then in charge of communicating
the occurrence of a fault back to the source, or
simply looped back, leaving all control to the
source. The connectionless nature of LDP, with
lack of clear correlation between forward and
reverse paths, introduces a number of complica-
tions in these OA&M schemes (the details are
outside the scope of this article).

Once a fault is detected, further procedures
may have to be used to determine its location.
The knowledge of the exact location is impor-
tant, especially when local fast recovery proce-
dures are used to redirect the traffic to a backup
LSP. If the source is in charge of restoration, the
redirection of the LSP can occur even before the
fault is located, by choosing a disjoint path. In
general, the knowledge of the fault location is
necessary in order to repair the cause of the fail-
ure and restore normal operation.

After a fault is detected, it needs to be noti-
fied. Two aspects, in practice often closely inter-
twined, are relevant: the label switching router
(LSR) in charge of recovery needs to be noti-
fied, and the routing protocol needs to be noti-
fied so that it can properly react to redirect
traffic away from the fault. Once the failure has
been notified, it has to be recovered. Rerouting
the traffic may involve manual intervention or be
fully automatic.

A final interesting aspect pertains to the
means of preventing or at least reducing the
likelihood of occurrence of LDP failures, in par-
ticular procedures to minimize operator errors
and guarantee correctness of protocol imple-
mentation.

LDP FAILURE TYPES AND
FAILURE SCENARIOS

TYPES OF LDP FAILURES
As mentioned above, in this article we are pri-
marily interested in failures that occur in LDP
while the underlying routing protocol and physi-
cal layer are operating normally, since these are
the failures that cannot be detected with existing
mechanisms. Failures in LDP that occur simulta-
neously to failures in other layers, such as a link
going down and interrupting operation, are not
of primary interest in this article, since they can
be handled by existing mechanisms for failure
recovery.

When LDP fails while all lower-level proto-
cols and physical connectivity are operational,
IGP may remain unaware of the failure in LDP.
In this situation, IGP continues to make routing
decisions regardless of whether an LDP session
is established or has failed, and whether or not
the LDP labels are correct. MPLS forwarding
continues to use the result of IGP calculation to
forward the packets, and keeps directing traffic
to the location of the fault. For example, labeled
packets may continue to be forwarded through a
broken LSP that has one or more LDP failures
along its path, and dropped at the location of
the fault (black-holed). Large packet loss may
result if the situation persists for long periods of

time. Manually shutting down the failed link is a
drastic measure to resolve the situation and
force an IGP reroute, but should be considered
as the last option, and we are obviously interest-
ed in more intelligent ways to cope with the
problem.

The possible types of LDP failures are sum-
marized in Table 1.

LDP FAILURE SCENARIOS AND
THEIR IMPACT TO THE NETWORKS

The impact of certain LDP failures depends on
whether the network is configured to label switch
all data traffic (it may have IP routing capability
for control or management traffic only) or has
dual capability of label switching and IP routing
the traffic.

If the former case, any type of LDP failure
listed above affects the packets since all data
traffic depends exclusively on correct labels to be
switched to the next hop.

The situation is different in the latter case.
Let us first consider a common scenario where
each router first tries to label switch traffic if it
can find the right label binding for the outgoing
interface, and IP routes the packets if the right
label binding is not found. In this network, the
impact of LDP failures depends on the number
of labels carried by the packets and the type of
failure. With packets carrying a single label, that
is, no inner label or virtual private network
(VPN) label, a router first attempts to label
switch the packets. If there is no label binding
available due to a failure (e.g., a protocol or
operator error, or a race condition has occurred),
the router simply reverts to IP routing, and
packets are routed to their destination without
being dropped. On the other hand, if the LDP
failure is label corruption or a stale label, the
router finds an outgoing (but incorrect) label
binding, and the packet is label switched and
eventually dropped or misrouted.

In this same network, with packets carrying
two or more labels as is the case for VPN traffic,
the router does not know the inner labels, so it
depends on having correct outer labels for the
packet to be forwarded. As a consequence, these
labeled packets are dropped or misrouted with
any kind of LDP failure, including those failures
where no valid label binding is found, which do
not affect packets with single labels.

Another common configuration of a network
with dual capability is one where the network is
capable of either LDP label switching or IP rout-
ing different types of traffic. This situation may
occur, for example, in the transition period of
converting a pure IP core to a pure MPLS core.
A possible way to achieve this behavior is to
configure LDP filtering on all routers to allow
only certain types of traffic (e.g., VPN traffic
within a specific address space) to be label
switched, and all other traffic to be IP routed. In
this case, the portion of traffic that is label
switched is impacted by the LDP failures, while
the IP traffic is not impacted and is routed nor-
mally. This is a simple way to reduce the total
impact of LDP failures, while MPLS LDP tech-
nologies are being developed and made more
mature and robust.
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In case of LDP failures occurring at the time
an LSP is established, the exact location of
where the labeled packets are dropped or mis-
routed may depend on whether ordered control
or independent control is used to establish the
LSPs [1, 4]. With independent control, when
LDP has failed at a particular LSR along the
LSP, the packets will be dropped (or misrouted)
at the failing point. With ordered control, an
LSP passing through a failing LSR is never
established at the ingress, and the labeled pack-
ets may be dropped at the ingress of the LSP
(clearly, if the failure occurs during the life of
the LSP after it has been established, packet
drop or misrouting occurs at the location of the
failure).

FAILURE DETECTION AND ISOLATION
As described earlier, there are many types of
LDP failures. At some level, it doesn’t matter
what the cause of the failure is: detecting the
error is paramount. However, from the point of
view of diagnosing the error and fixing it, both
immediately and also in the long term, it is vital
to localize the exact cause and nature of the fail-
ure. Note that while reports from a node’s con-
trol and data planes are very useful in diagnosing

a problem, they are not of much use in either
detecting or isolating failures.

When discussing failure detection, there are
two key issues: correctness and speed. LSP ping
tests end-to-end connectivity and focuses on cor-
rectness: minimizing false positives and false
negatives by ensuring that there is enough infor-
mation in each LSP ping packet, the processing
of which implies a detection time on the order
of seconds. However, ongoing work in the Inter-
net Engineering Task Force (IETF) to combine
bidirectional forwarding detection (BFD) with
LSP ping [5] is expected to yield subsecond
detection times. LSR self-test tests one hop of
an LSP and is more amenable to fast processing,
so it is conceivable that an LSR can achieve sub-
second detection time for its LSPs.

In deciding among the various options (LSP
ping, LSP ping+BFD, LSR self-test, or other
mechanisms not discussed here), a service
provider must first decide an acceptable outage
time; this must then be broken down into detec-
tion time and recovery time. Acceptable outage
times depend on the service type and service
level agreements; for example, for IP connectivi-
ty, an outage time of several seconds may be
acceptable, but for voice over IP, the outage
time typically needs to be under 200 ms.

nnnn Table 1. Types of LDP failures.

Type Description Notes and examples

LDP session LDP session is not up or has been terminated incorrectly. Possible causes: MPLS control plane going down on the
failed interface, or LDP Hellos or KeepAlive not received from

the LDP neighbors.

Operator’s Operator’s configuration mistakes. Not a complicated technical issue, but nonetheless a
errors Carriers can avoid or minimize this type of error through major contributor of network outages.

more automated provisioning and by strictly following Example: when a new interface or a new link is added to
well defined operation procedures. the network, the operator mistakenly turns off LDP on

certain interfaces or does not turn on LDP where label
switching needs to be supported.

Stale labels A label becomes stale when it is not updated and is no Cannot be simply detected by checking if the LDP session
longer current (LDP session is up). is up or down.
Labeled packets may be dropped or misrouted due to
the obsolete label.

Protocol errors Software bugs in the LDP protocol implementation. May not manifest under simple network topologies and
May result in failures in either the control plane or applications, yet may surface under more complicated
forwarding plane. network conditions (e.g., LDP protocol implementation

that shows errors under stress of large scaling
requirements).

Race conditions LDP protocol functioning correctly, but the timing of Example: New link is added to the network. IGP
with IGP when information becomes available from the IGP may computation starts to use the new interface once both

cause failures. ends of the link have exchanged the necessary link-state
advertisements (LSAs). If traffic is routed to a new
interface before LDP has finished session establishment
or all label bindinginformation has been received, MPLS
cannot forward the traffic, and discards the labeled
traffic across the new interface.

Label Labels may become corrupted due to a hardware or LDP is not the direct cause of this type of error. Can be
corruption software problem in the LSR. hard to detect since LDP sessions are up, and problem

LDP session properly established, all LDP neighbor is hidden in the internals of the router.
adjacencies appear normal, label bindings correctly Correctness of packet delivery needs to be tested in the
exchanged between the LSRs and stored in the database. data plane.

Examples: corruption of the label information base (LIB)
or forwarding information base (FIB), or errors in the
handling of the labels.
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LSP PING AND TRACEROUTE

The tools ping and traceroute have long been
used in IP networks to detect and localize fail-
ures in IP routing. Ping is used for connectivity
verification, and traceroute is used to isolate (to
within a node or two) the failure. The tools we
describe here are the MPLS analogs of these
tools. LSP ping and traceroute share a common
paradigm with their IP cousins, in particular the
notion that pings must follow the same data path
and forwarding decisions as would a “normal”
packet headed for the same destination. (It
should be noted that LSP ping and traceroute
are general mechanisms that work for many pro-
tocols that distribute labels, such as BGP and
RSVP-TE, not just LDP.)

There is one major difference between IP
ping and LSP ping: in IP ping, to know whether
a given IP address is working, one directly pings
the address under investigation, as the address is
unique globally (or networkwide). In LSP ping
[2], however, to know if a given LSP (for a given
FEC) is working, one cannot ping the FEC
directly; nor can one ping a label, as the label
value only has significance local to a node. To
complicate matters further, there may be many
valid egress LSRs for a given FEC. There is also
a minor difference: while IP pings go all the way
to the designated destination, LSP pings must
stop where the LSP terminates.

LSP ping addresses all of the above problems.
An LSP ping has enough context (FEC) in the
packet to ensure that a receiver can tell if the
ping arrived at the correct destination, despite
the fact that labels only have local significance.
This context information also takes into account
that LSPs may merge; that is, an LSR may have
multiple incoming labels map to the same outgo-
ing label. Furthermore, LSP ping has a solution
of sorts for the multipath problem (which IP ping
doesn’t solve): if there are multiple parallel paths
between the source and destination, how can one
tell if all of them are working? Both label merg-
ing and multipath are common with LDP LSPs.

Having identified that there is an LDP fail-

ure, one would like to localize it to within a
node or a link, and diagnose the cause of the
failure. The tool used here is LSP traceroute,
which again borrows from its IP cousin. LSP
traceroute packets are sent with MPLS time-to-
live (TTL) set to 1, 2, 3, …, until an egress LSR
is reached, an error is reported, or no reply is
received. An LSP traceroute packet is an LSP
ping packet with more information; essentially,
each intermediate node has enough information
to verify that it is a valid transit node, and to
check both the control plane and data plane of
the previous hop. The node then returns infor-
mation about valid next hops. Thus, one can
localize the failure to one of two nodes, or the
link between them, and generally one has some
idea of the nature of the failure.

Details on the operation of LSP ping and
traceroute, as well as packet formats, are given
in [2] and omitted here for brevity.

DETECTION BY THE ROUTER ITSELF:
LSR SELF TEST

The first line of defense is built into LDP itself.
LDP uses TCP, so a catastrophic error by a
neighbor will be noticed as a TCP failure. In
order to detect a problem limited to a neighbor’s
LDP process, KeepAlive messages are exchanged
on a periodic basis between LDP neighbors
when no other messages are sent on the LDP
session. If no messages are received for a config-
ured interval, the session is declared dead and
restart mechanisms are invoked.

LSR self test provides a means for an LSR to
verify both its control and data planes [3]. The
control plane test uses LSP ping; the data plane
test is a simple extension of LSP ping. It is
designed to be a lightweight mechanism that can
be used with fairly high frequency. While the
data plane test relies on assistance from both its
upstream and downstream neighbors, the down-
stream neighbor is required to do minimal pro-
cessing, and the upstream neighbor only needs
to do normal packet forwarding. LSR self test
operation is illustrated in Fig. 1.

An LSR performing self test sends test pack-
ets through its data plane. Packets are looped
through an upstream neighbor and intercepted
by a downstream neighbor. The first function is
achieved via a loopback label; the second by
proper setting of TTL values. Neighboring
routers exchange loopback labels via LDP.

For the control plane test, a normal LSP ping
message is sent. This causes the downstream
neighbor to invoke the detailed processing
described above for traceroute.

To enable high-frequency testing, it is very
desirable to minimize the processing required
and keep it local to the LSR invoking the self-
test. To minimize the processing required in the
downstream LSR, a new LSP ping message, the
MPLS Data Plane Verification Request, is defined.
When an LSR receives this message, it simply
replies with a message that reports the identity
of the downstream router, the interface on which
it received the packet, and the label stack on the
packet. By using a different message type, the
downstream LSR can quickly recognize that the
message requires minimal processing.

nnnn Figure 1. LSR self test operation: 1.1) Self test LSR forms Echo Request and
sends it upstream. 1.2) It is looped back though the data plane, 1.3) and inter-
cepted at the downstream LSR. 2.1) The downstream LSR sends Echo Reply
with results. 2.2) Self test LSR evaluates the result.
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For the data plane test, an LSR that invokes
an MPLS Data Plane Verification Request on
an interface prepends the packet with the incom-
ing label stack and the upstream LSR loopback
label, and sets the TTL values to ensure that the
ping will be intercepted by a downstream neigh-
bor (in the usual case, TTL = 3 for the loop-
back label and TTL = 2 for the next label in the
stack). It then forwards the packet to the
upstream LSR. When the upstream LSR receives
the packet, it simply pops off the loopback label
and forwards the packet back to the invoking
LSR, which forwards the packet normally. The
TTL expires at the next LSR, causing it to inter-
cept and reply to the message. When the invok-
ing LSR receives the reply, it compares the
result with what its control plane expects.

Both LSP ping and LSR self test are near
completion in the IETF.

LDP FAILURE NOTIFICATION
Once the failure has been detected, the network
elements in charge of its recovery need to be
notified. In addition, the routing protocol is still
unaware of the failure in LDP and needs to be
notified so that traffic can be diverted away from
the location of the fault. These two aspects may
be closely combined or handled separately.

NOTIFICATION THROUGH NMS
A first possibility is to have the network manage-
ment system (NMS) solely in charge of the notifi-
cation. In this case, the node that detects the
failure simply notifies the NMS, and the NMS then
takes care of orchestrating the recovery by inform-
ing all the affected nodes and, if necessary, initiat-
ing an IGP recomputation. Traps can be used for
the purpose of triggering NMS notification.

NOTIFICATION THROUGH IGP
If the recovery procedures need to be initiated
without NMS intervention, or in parallel to NMS
notification, additional mechanisms have to be
implemented.

If the node that has detected the failure is
not the node in charge of starting the restora-
tion, a notification mechanism needs to be
used. A convenient way to notify the entire
network of the failure is to artificially increase
the IGP cost associated with that link. The
cause of the increase, namely the LDP failure,
needs to be appropriately remembered in a
database so that the cost can be restored to the
original value once that LDP failure is recti-
fied. With Open Shortest Path First (OSPF),
the frequency of the Hellos can be increased in
order to reduce the notification time. Of
course, increasing the potential frequency of
flooding may have other adverse consequences
on the network, and the method requires care-
ful finetuning.

The higher cost of the link triggers an IGP
route recomputation, which in turn produces a
redirection of the LSP to a different forwarding
path. This is a simple way to notify the entire
network of the failure and at the same time cor-
rect it by informing the routing protocol. A dis-
advantage is that both MPLS and IP traffic are
affected, due to the routing change that has

been triggered. If the failure is in LDP only, but
IP is still operating normally, this is an overly
conservative remedy. More important, this
method is relatively slow, since it relies on IGP
convergence and subsequent LDP convergence,
and is therefore only appropriate when fast
restoration is not required.

SOURCE NOTIFICATION
When fast restoration is in place, more rapid
ways to notify the failure need to be used. With
LSP ping, the source of the LSP is made aware
of the fault. If a restoration LSP is prepared at
the source with a disjoint path from the primary
LSP, the source can immediately switch to the
secondary LSP without waiting for the fault to
be located.

In this scenario the disjoint paths are typically
computed using some variations of constraint-
based routing algorithms that are able to com-
pute multiple paths. Hence, MPLS may not need
to trigger an IGP recomputation since it may
already have access to alternate paths. By leav-
ing the IGP untouched, IP traffic may still be
successfully routed through the location of the
LDP fault, with only the MPLS traffic redirect-
ed, so the impact on network capacity is mini-
mized.

UPSTREAM NODE NOTIFICATION
With local fast restoration, a node that detects a
failure may need to notify its upstream neighbor,
so restoration can be started. Many options are
available to achieve this task, and a complete
review is beyond the space limits of this article.
A simple, albeit draconian, solution to take care
of the problem is to turn off the link to the
upstream neighbor so that node can initiate the
fast restoration procedure. More refined meth-
ods involve the insertion of appropriate mes-
sages either in-band using the reverse LSPs, or
out-of-band. These mechanisms are often imple-
mentation-dependent and present considerable
interoperability challenges.

LDP FAILURE RECOVERY
Given that an LDP failure has occurred and
been detected, the next step is recovering from
the fault. This can be done manually by an oper-
ator, or automatically by the protocol software.
Some may view the latter warily, as automatic
recovery from software errors may itself be sub-
ject to bugs, leading to network instability, but it
is the ultimate objective for achieving a self-heal-
ing network. The trade-offs for manual vs. auto-
matic recovery are outage time and system
stability.

MANUAL CORRECTION
Once an error has been diagnosed, the root
cause has to be identified before corrective
action can be taken. If the cause is a configura-
tion error (e.g., an interface not configured for
LDP), the corrective action is straightforward. If
the error is in LDP protocol operation, resetting
LDP might help. As mentioned above, the issue
is also to make sure that LDP traffic is rerouted
to avoid the link over which LDP failed, by forc-
ing an IGP recomputation.
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AUTOMATIC CORRECTION

If detection and fault isolation is automated,
then correction should also be automated. That
way, no operator intervention (which can be
expensive and slow) is required to rectify the
problem. Note that automatic correction need
not actually fix the root cause; it need only get
traffic flowing again, even if it is on a suboptimal
path. Again, the mechanisms include raising IGP
metrics to move traffic off the broken interface,
or disabling the broken interface. Another
avenue is protocol changes whereby a node can
inform another that LDP on a specific link is
faulty, and the two nodes might cooperatively fix
or alleviate the problem.

LDP CONVERGENCE
The failure or appearance of one or more links
in the network causes LDP to have to change its
forwarding paths. As with IP, the change to the
new forwarding paths is done independently on
each router in the network. The convergence of
LDP can be considered for an entire network or
for a single router. In this article we consider the
LDP convergence time to be the duration of the
period from when LDP traffic entering a partic-
ular router is lost due to the topology change
until that LDP traffic is no longer lost. The traf-
fic loss will stop when traffic to the affected
FECs is redirected to a new next hop on which
the necessary label bindings are known and the
appropriate forwarding state has been installed.

Before traffic for a particular FEC can be
forwarded without loss using a forwarding state
created by LDP, three steps must be completed.
First, new primary next hop(s) for that FEC
must be determined based on IGP recomputa-
tion. Second, LDP must receive the necessary
label binding from the primary neighbor(s).
Third, LDP must install an out-segment specify-
ing the received label, connect the appropriate
in-segment to that out-segment, and connect the
appropriate IP prefixes to that out-segment.

Using best practices to minimize the IGP
SPF computation time also improves LDP traffic
convergence time. In addition, if LDP is using
both downstream unsolicited and liberal label
retention mode, LDP will generally have the
necessary label binding already locally stored at
the time of failure; if LDP does not have a label
binding for the primary next hop for the FEC,
the LSR can act as an LDP egress for that FEC
so that some traffic can be sent through. As dis-
cussed above, this has the disadvantage that only
traffic with a single label (and with destinations
known by the router) can be forwarded.

If fast reroute is used, the LDP convergence
time can be significantly reduced by precomput-
ing and preinstalling appropriate alternate next
hops for each FEC. LDP local protection [6, 7]
will limit the local traffic loss to the time to switch
from the broken primary next hop to the alter-
nate next hop. Such a switch has been demon-
strated to occur within tens of milliseconds.

When a new interface is configured, the IGP
will start using it and reporting it as a primary
next hop to LDP. If LDP has not yet established
a session to the interface’s neighbor and learned
all necessary label bindings for the FECs the

IGP directs across that new interface, when the
new interface is enabled and used LDP traffic
will be lost.

To avoid this LDP traffic loss, the IGP should
not use the new link until LDP has learned the
necessary label bindings. However, if the new
link provides the only path to a destination, the
IGP should be able to use the new link, at least
for IP traffic to that destination. To allow such
use, the new link must be advertised into the
IGP for use even before the LDP label bindings
exchange is completed. This can be accom-
plished by setting the cost on all links from that
router where the LDP label binding exchange
has not completed to the maximum IGP cost.
Once that exchange is complete, the links can be
advertised with their configured cost.

There is no mechanism in LDP to indicate
that all label bindings have been exchanged. If
new label bindings are frequently added and
removed, it may not be possible to determine
whether the process has been completed. There
are three methods for making the determination
that an LDP session has exchanged all label
bindings:
• Assume that the LDP label binding exchange

is completed a configurable interval after
the LDP session was established. Although
simple, this does not provide a guarantee of
completion. Since there is no requirement
to rapidly bring a new link into use, a con-
servative value for the interval can be used.
This method works with a talkative LDP
session, where label bindings continue to be
frequently added and removed.

• Configure the number of label bindings to
learn. This number may be different on dif-
ferent interfaces on the same router. A net-
work failure that reduces the number of
label bindings learned means the required
number is not reached.

• Use an implicit or explicit “end of LIB”
marker. An implicit marker might be receiv-
ing two KeepAlive messages without any
label bindings in between. A new explicit
marker could be sent by LDP when the LSR
believes it has sent all label bindings. This
does not handle talkative LDP sessions; the
LSR would need to determine when suffi-
cient label bindings have been sent, while
additional ones continue to be sent.

LDP FAILURE PREVENTION
The prevention of LDP failures means to elimi-
nate or minimize the causes of LDP failures
described above. This includes efforts by pro-
viders on the operation side and vendors on the
implementation side.

A first issue is automation of network provi-
sioning. Many operator mistakes can be prevent-
ed by eliminating or reducing human
intervention. This requires service providers to
develop reliable and sophisticated fully automat-
ed operation support systems (OSSs) to support
all backbone and customer provisioning needs.
The development of such systems is very costly,
but is key to reducing human errors caused by
manual provisioning. In addition, operators must
have a set of well defined operation procedures
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and well trained staff who understand the pro-
cess and are able to follow these procedures
without mistakes. As the complexity of their net-
work increases, providers have to evolve their
operation practices to higher standards than ever
before.

For LDP, it is necessary to manually config-
ure LDP on each interface. This is an “opt-in”
configuration model. In this model, to reduce
the impact of the operator’s error in not config-
uring LDP on the interface, it is necessary to
detect that LDP should have been configured
and have the IGP take the appropriate action of
costing out the new interface. A better way to
reduce the likelihood of an operator’s error
occurring is an “opt-out” configuration model.
In this model, a feature such as LDP and IGP
coordination is enabled on the LSR; this feature
applies to every interface on the LSR unless the
operator explicitly configures an interface to not
participate. Thus, if the operator forgets to con-
figure anything about LDP, it will be detected
due to the lack of an LDP session and the coor-
dination between LDP and the IGP being active.

Another important aspect is for vendors to
minimize protocol or equipment implementation
errors by using validation methods for their
implementations and providing robust reliability
features in their routers.

CONCLUSIONS
Because of the popularity of LDP as a label dis-
tribution protocol, LDP failures have great prac-
tical relevance and constitute a major reliability
issue in MPLS networks. Means to combat them
are receiving great attention in the industry and
in the standards bodies.

In this article we have addressed all the rele-
vant aspects of LDP failures. Our overall objec-
tive is to bring attention to this new type of
failure and describe the various technical
advances in handling it. This is important in
order to improve the availability/reliability of
MPLS networks, and avoid or minimize service
interruptions.
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