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Abstract—This work presents a new converged access
architecture for LTE mobile backhaul networks. In the
proposed architecture, evolved NodeBs (eNBs) are inter-
connected with local ring-based wavelength-division-
multiplexed (WDM) passive optical networks (PONs),
which aggregate and efficiently transport traffic to the
evolved packet core (EPC). The proposed WDM-PON ring
design supports a dynamic setup of virtual circuits for
inter-base-station communication, over a dedicated A,y
channel. It also supports load balancing, by dynamically
reallocating and sharing the capacity of the downstream
wavelengths. The reservation mechanism is arbitrated by
the optical line terminal, which monitors the traffic
imbalances of downstream channels and orchestrates the
setup of subwavelength “transient flows.”

Index Terms—FiWi; Optical burst switching; Optical-
wireless convergence; Passive optical networks (PONs).

I. INTRODUCTION

he newest standardized mobile telecommunication

system, universally recognized as 4G, is being proto-
typed for increased capacity and reliable wireless commu-
nications. Next-generation wireless access architectures,
namely Mobile WiMAX and LTE, are two competing tech-
nologies that are expected to achieve data rates beyond
100 Mbits/s per end user. On the other hand, the demand
for high-access bandwidth is also expected to grow contin-
uously, due to the increased expansion of innovative and
high-bandwidth applications such as Web 2.0, mobile TV,
and streaming content. Thus, current backbone standards
are expected to become less effective for building mobile
access networks. Specifically, legacy technologies such as
circuit-switched T1/E1 wireline or microwave used for
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existing 3G network infrastructures cannot scale to the
capacity requirements of new 4G access architectures
[1]. Thus, mobile operators are investing heavily in upgrad-
ing their backhaul infrastructure, with fiber-optic deploy-
ments to the LTE base stations (“fiber to the cell”).

Passive optical network (PON) technology, whose access
capacity has been steadily increasing, is a viable alterna-
tive for next-generation fiber access [2] and can also be
considered for building mobile access networks. The mobile
backhaul portion of 4G telecommunication networks, or the
radio access network (RAN), interconnects the evolved
packet core (EPC) with the edge section of the wireless do-
main and transports traffic from individual base stations
(BSs) to the access gateway (AGW). However, it must be
noted that with peak per-edge cell downlink throughput
of 1 Gbit/s and uplink of 500 Mbits/s in the case of LTE
Advanced, 4G base stations are expected to be densely
populated to achieve high spectral efficiency and require
high bandwidth and cost-effective backhauling [3]. This
makes next-generation PONs (NG-PONs) strong candi-
dates for implementing mobile backhaul due to their high
capacity, longer reach, and economical deployment.

The new wireless communications standards, LTE
Advanced and Mobile WiMAX, are the two routes of the
evolution toward 4G and beyond. LTE Advanced can be
seen as an enhancement to LTE, offering a clear upgrade
path to mobile carriers. This makes it more cost effective
for vendors to offer LTE and then upgrade to LTE
Advanced [4]. Furthermore, LTE and LTE Advanced will
also make use of additional spectrum and multiplexing
to achieve higher data speeds. Coordinated multi-point
(CoMP) transmission will also allow more system capacity
to help handle the enhanced data speeds, which is a neces-
sity for the optical-wireless architecture convergence.
Additionally, unlike WiMAX, LTE uses an evolution of
the existing Universal Mobile Telecommunication System
(UMTS) infrastructure, used by more than 80% of mobile
operators [1]. Thus, it is not necessary to build a new
network infrastructure, making LTE more popular with
operators worldwide.

Due to their compelling advantages, many works have
addressed the need for building access architectures for
LTE networks, such as [5,6]. However, very few address
the issue of efficient inter-communication of LTE base
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stations. In this work we propose a new unified PON-RAN
architecture for LTE mobile backhaul networks,
employing ring-based wavelength-division-multiplexed
(WDM) PONs. Mobile backhaul networks are perfect can-
didates for exploiting the high capacity, inherent resilience,
and ubiquity offered by WDM rings, as the—comparatively
higher—infrastructure cost due to the use of WDM compo-
nents is amortized to a much larger number of mobile cli-
ents. However, employing current generation WDM-PON
networks results in the inefficient use of resources, as
wavelength capacity cannot be reallocated or shared be-
tween optical network units (ONUs). Furthermore, com-
munication among ONUs is performed via the optical
line terminal (OLT), unnecessarily increasing delay and
wasting capacity of both the upstream and the downstream
channels. In this work, we propose a new converged access
architecture for LTE mobile backhaul networks, where
evolved NodeBs (eNBs) are interconnected with local
ring-based WDM PONs as shown in [7,8], which aggregate
and efficiently transport traffic to the EPC, supporting
all-optical inter-communication and full meshing of LTE
base stations.

The rest of the paper is organized as follows. In Section IT
background information and related work are discussed.
The new converged architecture is described in Section III,
while in Section IV we present an end-to-end quality-
of-service (QoS) framework. In Section V, a resource reser-
vation protocol is detailed for setting up all-optical virtual
circuits at the A1 an. In addition, a downstream wavelength
sharing scheme is described and used to support load
balancing between ONUs/eNBs. Finally, in Section VI,
the proposed architecture is evaluated with extensive
simulation experiments, followed by concluding remarks in
Section VII.

II. RELATED WORK

PON technology is a viable solution for next-generation
fiber access networks. The most popular variant considered
is usually time division multiplexed-passive optical net-
works (TDM-PONSs). In TDM-PONs a single wavelength
is shared by all ONUs in the upstream direction based
on a time division multiple access (TDMA) algorithm that
is arbitrated by the OLT. In order to increase access
capacities, 10GE-PONs have been proposed and recently
standardized [2]. They offer compatibility with pre-existing
PON deployments and share existing passive components,
resulting in a smooth network evolution. However, for fu-
ture high-bandwidth applications and higher split ratios,
more efficient NG-PON architectures must be considered
that employ WDM technology to offer capacities beyond
10 Gbps and longer reach albeit at a higher cost [9].
WDM-PONSs can be considered as an evolutionary scenario
of existing TDM-PONs employing a dedicated wavelength
per ONU for OLT/ONU communication, to offer increased
capacities. One of the most important challenges to be met
by next-generation optical access networks is energy
efficiency [10], while QoS support and efficient resource
utilization are also important. Finally, there is a large
body of research on survivable access architectures.
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Ring-based architectures typically employ double rings
to offer protection [11], while tree-based PONs reroute
wavelengths via backup fibers using AGWs [12].

Recently, research work has focused on the integration
of NG-PONs and NG-WBANS, to build converged architec-
tures that combine the merits of both wired and wireline
access technologies. Such converged infrastructures
would enable the deployment of new, innovative, high-
bandwidth services, which support mobility and end-
to-end QoS guarantees. One of the challenges that must be
met by future converged architectures is the efficient
inter-communication of LTE base stations. In [5], the
authors detail the implementation methodology on how
to efficiently integrate optical and wireless access
technologies. They also propose a WDM-PON ring-based
converged architecture, which supports ONU inter-
communication with a dedicated i;,y channel. The pro-
posed access architecture is further enhanced in [13],
where a PON ring, which supports all-optical inter-BS com-
munication, is presented, along with a new wavelength
sharing scheme. In [6] a tree-based converged architecture
is proposed, with the ability of all-optical communication of
all BSs that belong to the same PON. Finally, hybrid
optical-wireless architectures that employ reconfigurable
WDM technologies, such as GROWnet [14], have been
considered in the literature, to offer flexibility for varying
traffic demands.

III. ConvERGED LTE/PON ARCHITECTURE

The LTE network architecture consists of an all-IP core
network, called the EPC, and new, enhanced base stations
called eNBs [1]. The eNBs are connected by means of the
S1 interface to the EPC, whose logical components are
the mobility management entity (MME), the serving
gateway (S-GW), and the packet data network gateway
(P-GW), together also known as the AGW. LTE also
introduced support for inter-BS connectivity via the X2 in-
terface, to support handover operations. Recent studies
have estimated traffic traversing the X2 interface to reach
4%-10% of traffic traversing the S1 interface [6]. Thus, it is
important for efficient converged architectures to support
at least partial meshing of eNBs, so that X2 traffic does not
flow through the AGW, which would waste resources and
significantly increase packet delay.

It is generally accepted that fiber deployment to cell tow-
ers (“fiber to the cell”) is the only future-proof solution to
build mobile backhauls, which will scale to the increased
capacity requirements of future NG-WBAN technologies
[1]. Converged architectures based on PONs have the
added benefit of reusing passive components after upgrad-
ing the active infrastructure, providing a cost-effective
network upgrade path.

A. Access Architecture and Ring Design

The proposed ring-based WDM-PON access architec-
ture, initially proposed in [15,7] (see Figs. 1 and 2), employs
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Fig. 1. Proposed converged architecture.

WDM rings of ONUs to interconnect LTE BSs in the same
local access area. Each WDM ring is connected to the cor-
responding OLT via a bidirectional 10-20 km feeder fiber
and a passive three-port circulator. OLTs are collocated
with the AGWs at the core sites of the EPC.

Each ONU terminates traffic from/to one or more LTE
eNBs, which are assumed to be directly interconnected
via Ethernet interfaces. Each ONU is assigned two wave-
lengths, namely a dedicated wavelength for downstream/
upstream traffic from/to the OLT and another one, denoted
as Apan, which is shared by all ONUs across the ring, for
inter-ONU communication (see Fig. 2). The former carries
traffic that belongs to the S1 interface (i.e., interconnects
eNBs to the EPC), and the latter carries traffic from the
X2 interface (i.e., interconnects base stations).

Unlike the converged architecture proposed in [5], a new
ONU design allows bypassing intermediate ONUs, thus
avoiding unnecessary termination of A; sy traffic in inter-
mediate ONUs. The new ONU design supports all-optical
meshing of eNBs that belong to the same ring, offering all-
optical subwavelength connectivity [6]. Transmission is
unidirectional at the ring: both upstream and downstream
signals are transmitted in the same direction.

A fiber Bragg grating (FBG) reflects back the i; ,n wave-
length from the upstream signal heading to the OLT and
allows it to recirculate around the ring.

ONU-1 | — — — | ONU-2

/1
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i
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Fig. 2.  WDM-PON ring-based architecture.
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Fig. 3. Block design of the eNB.
B. LTE eNB Design

In Fig. 3, we present a standard eNB architecture, found
in modern LTE network deployments. Hardware vendors
typically employ FPGAs or ASICs to implement the
PHY and baseband processing, DSPs for lower layer
protocols (i.e., MAC and RLC), and CPUs or network pro-
cessors for the upper layers of the protocol stack. The
MAC sublayer is responsible for QoS-aware downstream/
upstream packet scheduling. For downlink traffic, the
scheduler decides which packets to be sent to the intended
user equipment (UE). Uplink scheduling results in
resource grants being sent to UEs. Each UE is responsible
for determining which data to transmit within the
granted resources. A QoS-aware MAC scheduler at
the eNB aims to distribute the available air interface re-
sources to the UEs within the cell, supporting QoS
guarantees.

The bearer information must be carried on all system
interfaces and mapped to preconfigured QoS parameters
regarding priority, packet delay, and packet loss (see
Section IV). This includes RAN elements that might be
prone to congestion-related losses or excess packet for-
warding delay. The eNBs are assumed to support a
common standard interface to interconnect with the ONU.
For example, the eNB implementation may use two gigabit
Ethernet (GigE) interfaces to transport X2 and S1 interface
traffic, or a single 10 GigE interface in which X2/S1 traffic
is multiplexed. These are interconnected with the corre-
sponding Ethernet interfaces of the ONUs.

C. ONU Design

Figure 4 displays the proposed ONU block design. Each
ONU is equipped with a pair of lasers and receivers; /; is
used for OLT-to-ONU; downstream/upstream communica-
tion and Apay for inter-ONU communication (termed as
LAN traffic). Subwavelength sharing of i; Ay involves the
aggregation of packets per destination ONU in a separate
virtual output queue (VOQ). Aggregated packets are
then transmitted in burst mode over the ;o wavelength.
A 1x2 optical switch is used to either extract bursts
at the destination ONU or transparently forward them
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Fig. 4. Block design of the optical network unit.

to the ONUs that follow next on the ring. Burst-mode
transmission technology is very mature, as it has already
been used in commercial TDM PONs, where ONUs
transmit bursts of packets during timeslots preallocated
by the OLT. By extracting bursts that reach their
destination via the optical switch (destination stripping),
the common wavelength can be spatially reused by
downstream nodes, leading to an increased capacity. It
must be noted that fast switches and burst-mode transceiv-
ers are also the building blocks of optical burst switching
(OBS), which has been extensively researched for sub-
wavelength capacity provisioning in future backbone
networks and metropolitan rings [16]. However, it is
worth noting that commercially available fast optical
switches for OBS networks (with nanosecond switching
times) exhibit a limited extinction ratio that may impact
the scalability of the proposed scheme, especially the maxi-
mum number of ONUs, due to the concatenation of many
optical switches in a relatively short distance. Never-
theless, there are switching devices (based on SOAs) that
have been shown to possess the potential of high extinction
ratio, i.e., >70 dB [17]. Evidently, when moving to a high
number of ONUs and long-reach networks, crosstalk (as
well as other physical layer impairments) may impact the
“goodput” performance of the proposed scheme. In order to
quantify such performance issues, especially for a high
number of ONUs and long-reach networks, a combined net-
work-physical layer simulation should be carried out.

Clearly, the proposed architecture, if combined with a
modular backplane-based ONU design, would offer the
mobile carriers a clear upgrade path, since supporting
more eNBs would only require adding more line cards to
the ONUs. In case an upgrade of the backhaul link capacity
is needed (e.g., moving from 1 Gbps to 2.5 Gbps to 10 Gbps
wavelengths), only the corresponding active components
(i.e., lasers and transceivers) of the ONUs would have to
be upgraded, reusing already deployed passive components
and eNBs.

IV. QoS FRAMEWORK FOR THE CONVERGED ARCHITECTURE

End-to-end QoS is one of the significant benefits offered
by LTE networks, unlike 3G and HSPA, where even voice
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traffic is subject to network related uncertainties. LTE sup-
ports end-to-end QoS by setting up logical links between
the UE and the gateway, termed “EPS bearers.” Each
bearer corresponds to a unique QoS identifier (QCI) and
specific QoS parameters (i.e., delay, loss, and bandwidth).
A bearer has two or four QoS parameters, depending on
whether it concerns a real-time or best-effort service:

® QoS class indicator (QCI).

e Allocation and retention priority (ARP).

e Guaranteed bit rate (GBR) (for real-time services).
e Maximum bit rate (MBR) (for real-time services).

The QCI parameter specifies the treatment of IP packets
received on a specific bearer by each network node. QCI
values impact several node-specific parameters, such as
link layer configuration, scheduling, and queue manage-
ment. Bearers are divided into two broad categories:
GBR, where blocking is preferred over packet dropping,
and non-GBR, where packet dropping may be experienced.
Typically, GBR traffic as well as non-GBR traffic that cor-
responds to carrier-provided services is distinguished and
prioritized, so that it has the required packet forwarding
treatment end to end. On the other hand, lower-priority
non-GBR traffic (such as Web browsing, P2P traffic, and
online video) may suffer congestion-related losses at the
backhaul network. GBR bearers reserve a minimum
amount of bandwidth end to end, and always consume re-
sources regardless of whether it is used or not. GBR bearers
should not experience congestion-related packet losses on
the radio link or the RAN. User service flows (e.g., Web
browsing sessions and file transfers) in LTE networks
are bound to specific bearers based on network operator
policies, typically defined with an IP five-tuple. The IP
tuple contains at least the source and destination IP, source
and destination port, and protocol identification.

A. QoS Mapping Scheme

Each IP packet entering the LTE network is provided
with a tunnel header on the different system interfaces
[18]. This tunnel header contains the bearer identifier
(QCI) so that the network nodes can associate the packet
with the required QoS parameters. The EPS bearer is not
visible at the backhaul transport elements (i.e., ONUs and
OLTSs) that only have access to the IP header and/or the
Ethernet frame header. Thus, a mapping process must
be performed to translate bearer-level QoS to transport-
level QoS, as proposed in [19]. Using this function, packets
on a bearer associated with a specific QCI are marked with
a specific IP differentiated services code point (DSCP) value
for forwarding in the transport network. The DSCP field in
the IP header is used for packet classification in the
Diffserv model, and it is supported by all enterprise
network elements. The traffic forwarding treatment
(i.e., queue management and packet scheduling) is per-
formed on individual packets, based on the DSCP value.

In the proposed architecture, for each downlink
packet entering the AGW that does not have the DSCP
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header set, the AGW calculates a DSCP value based
on a predefined QCI-to-DSCP map table. The UEs are
responsible for tagging the uplink packets. However, the
DSCP IP header is not available to layer 2 devices. Thus,
packet priorities are also encoded in the three 802.1p prior-
ity bits of the Ethernet frame, also called classes of service
(CoS) bits. The prioritization specification 802.1p works at
the media access control (MAC) framing layer and estab-
lishes eight priority levels, whose actual mappings to
QCI parameters are again determined by the AGW. It must
be noted that as long as the LTE network uses up to eight
different QoS classes, 1:1 mapping is possible. In deploy-
ments with more than eight LTE classes, more than
one QOS class has to be collapsed to a single layer 2 priority
level.

QoS mapping allows uniform congestion management
in all system interfaces. We can identify two potential
bottleneck points in LTE networks:

e The air interface between the eNB and the UE. With
limited bandwidth available and interference from adja-
cent cells, the air interface is considered a constrained
resource.

¢ The backhaul and aggregation networks, which support
the S1 interface between the evolved packet core (EPC)
and the eNB.

In each system interface, appropriate scheduling algo-
rithms and traffic queues are employed to enforce the
QoS constraints. The eNB is responsible for the congestion
management of the air interface, for both downlink (i.e.,
eNB to UE) and uplink (i.e., UE to eNB) packets. ONUs
and OLTs are responsible for congestion management of
the backhaul connections. In this work, we will focus on
congestion management at the network backhaul, assum-
ing a 1:1 mapping between traffic queues at the eNBs and
the ONUs, based on the QoS mapping framework pre-
sented. This means that a packet on a specific bearer
can expect to be stored at the same QoS traffic queue
end to end.

B. Traffic Shaping

QoS-aware scheduling is integral for fulfilling the
QoS characteristics associated with the different bearers.
Traffic shaping at the EPC is not sufficient to provide
end-to-end QoS, as it lacks vital information about the
network edge and the backhaul network, which are often
the main bottlenecks. Thus, traffic shaping functions
(i.e., packet scheduling, queue management) need to
be implemented by the backhaul transport elements,
i.e., the OLTs and ONUs. To distribute the transport net-
work resources between the established bearers, the LTE
RAN implements wuplink and downlink scheduling
functions.

In the proposed architecture, we employ two GBR traffic
classes (denoted as Q0 and Q1) and two non-GBR traffic
classes (namely Q2 and Q3), which are common for both
air and wireline interfaces. Specifically, Q0 is reserved
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for real-time voice traffic with very low delay requirements
(i.e., <20 ms) and Q1 for real-time video calls with low de-
lay requirements (i.e., <50 ms). Q2 corresponds to carrier-
provided assured forwarding traffic (such as IPTV) and is
given priority over Q3, which corresponds to best-effort
traffic (such as Web browsing, P2P traffic, and online
video). Assuming R the access rate of the backhaul connec-
tions, and R, the data rates of the traffic classes, we assume
that W, are the (normalized) scheduling weights so that

> (W;«R;)) <R. 1)

To increase statistical multiplexing gains, the QoS
scheduler groups the high-priority bearers in a single
high-priority class, with a weight of W), = W, + W;. Traffic
policing will guarantee that no GBR flows will be accepted
that will overflow the GBR class, i.e., R; + Ry < W, * R. An
appropriate QoS-aware scheduling discipline, such as
weighted fair queuing or weighted round robin, is then em-
ployed to schedule GBR and non-GBR traffic, given the cor-
responding weights. Packets that belong to GBR flows are
then selected for transmission with the earliest deadline
first (EDF) policy, according to their specific QCI. Specifi-
cally, voice packets have a 20 ms deadline, while video
packets have a 50 ms deadline. It has been shown that
EDF policy guarantees that all deadlines will be met as
long as the system capacity is not exceeded [20]. On the
other hand, for non-GBR traffic, packets that belong to
the Q2 class (i.e., assured forwarding) have absolute prior-
ity over packets belonging to the Q3 class.

V. DynamMic BANDWIDTH ALLOCATION AND LOAD
Bavrancing IN PON RiNGs

In the proposed converged architecture, inter-ONU com-
munication is performed by sharing all-optically the A;an
wavelength. The proposed design, presented in Section III,
avoids terminating A oy traffic at the intermediate ONUs,
which would waste resources and unnecessarily increase
packet delay, and supports all-optical meshing of ONUSs/
eNBs that belong to the same ring. In this section, the focus
is on resource reservation and scheduling at the ;4 chan-
nel. Additionally, a new load-balancing scheme for the pro-
posed WDM-PON ring architecture is presented, which
exploits the common A; 4N channel. Specifically, it will be
shown that efficient ONU inter-communication allows
offloading excess traffic from congested ONUs, and redi-
recting it through one (or more) uncongested one(s). Thus,
the network can react to short-term traffic changes by
dynamically reallocating and sharing the capacity of the
downstream wavelengths. This mitigates one of the main
drawbacks of the current generation of WDM-PONSs, whose
wavelength capacity cannot be reallocated or shared be-
tween ONUs, resulting in the inefficient use of resources.
In the proposed architecture, ONUs are interconnected in
local rings that function as distributed load-balanced
optical switches, aggregating traffic from the eNBs and
efficiently transporting it to the EPC.
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A. LAN Traffic Resource Reservation

The proposed PON-RAN access architecture employs
centralized TDM arbitration for subwavelength sharing
of the A;sn, as in standard TDM-PONs (see Algorithm 1).
The OLT gathers bandwidth requests from ONUs and
schedules data transmission in a round-robin fashion with
MPCP signaling, which is defined in IEEE 802.3ah stan-
dard [21], to avoid collisions. MPCP signaling includes
the transmission of REPORT messages from ONUs, which
include the length of up to eight QoS queues, and GATE
messages from the OLT, which contain up to four granted
transmission periods. It must be noted that unlike stan-
dard TDM-PONs, the A;an is employed for ONU/eNB
meshing instead of (point-to-point) ONU/OLT communica-
tion. However, it is still possible to employ MPCP for inter-
ONU point-to-multipoint communication using the logical
links concept, which is inherently supported in the 802.3ah
standard. In the proposed LAN traffic reservation protocol,
each ONU is assigned one logical link per end destination.
Since the logical link is the responsible entity for receiving
GATE messages and replying with REPORTSs, each ONU
will receive and send multiple GATE/REPORT pairs, one
per destination ONU.

Algorithm 1 LAN Resource Reservation Algorithm

1. The OLT compiles GATE messages from the grant
allocation table.

2.  GATE messages (one per ONU logical link) are for-
warded in interleaved fashion to both sender and
receiver ONUs.

3. GATE messages are sent “just in time” for ONUs to set
up their 1 x 2 switches and transmit or receive data in
the granted period.

4. After data transmission, each transmitter ONU sends
a REPORT message to the OLT.

5. After receiving REPORTS from all ONUs, a scheduling
algorithm for the following polling cycle is executed.

6. The grant allocation tables are updated, and the
process is repeated.

As mentioned in the previous section, data packets des-
tined for inter-ONU/eNB communication are aggregated in
VOQs. GRANT and REPORT messages are transmitted
over each ONU'’s dedicated channel in an interleaved fash-
ion, as in IPACT [22], with a polling cycle e = 2 ms.
A centralized traffic scheduler at the OLT coordinates
transmissions, by notifying via GRANT messages each
ONU when to start data transmission. Receiver ONUs are
also notified to accordingly set up their 1 x 2 optical switch,
in order to extract bursts of packets that reach their desti-
nation. 1 x 2 switches are set up to the “forward” state by
default, so it is not necessary to notify intermediate hops of
data transmissions. This concept is similar to the (central-
ized) just in time (JIT) scheduling in OBS networks [16], as
the 1 x 2 switches have to be set up “just in time” for
the burst.

To simplify the design of the scheduler and avoid float-
ing point operations, time is discretized in fixed timeslots
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Fig. 5. TDM grid structure for traffic scheduling.

of duration z; thus the utilization profile of each ONU’s
outgoing link is divided in a reservation window of 64
timeslots. This leads to a TDM grid structure, with
TDM slot IDs at the X axis and ONU IDs at the Y axis
(see Fig. 5). Current reservations are shown with pl,
p2, etc., while the dashed red rectangle shows a potential
new connection request from ONU 4 to ONU 7. The traffic
scheduler must allocate a set of free continuous slots on
every link across the path from source (s) to destination
(d) to satisfy this request. Such a series of slots exists only
during the eighth timeslot. The best known algorithm in
the literature to efficiently solve the aforementioned
scheduling problem is first fit (FF) scheduling [23]. FF
processes the bandwidth requests in arbitrary order, at-
tempting to “pack” the requests from left to right in the
grid structure. However, FF is known to cause a high
degree of fragmentation, due to the naive approach in se-
lecting requests to be scheduled. Thus, the well-known
first fit descending (FFD) policy is also evaluated, in order
to enhance the FF algorithm performance. In the FFD
implementation, the bandwidth requests are first sorted
[an O(N*Log N) operation] and then scheduled with the
FF algorithm starting with the lowest ONU id. Finally,
a more “relaxed” version of the FFD was also developed,
sorting the bandwidth requests solely by ONU ids (FFO).
The latter can be implemented with O(N) complexity, by
keeping per-ONU queues to store incoming bandwidth
requests.

B. Downstream Capacity Sharing

In the proposed access architecture, subwavelength Ay an
connections can be set up from congested ONUs to one or
more uncongested ONUs, to facilitate downstream capacity
sharing. For example, let us assume that 4; is a heavily
loaded wavelength channel dedicated to ONU; and 4, is
a lightly loaded channel dedicated to ONU,. A fraction
of the downstream traffic destined to ONU;/eNB; can be
transported via 1, and terminated at ONU,. This traffic
subflow, termed as transient traffic flow, is stored in the cor-
responding VOQ buffer of ONU, and is retransmitted over
the A;an to reach its destination ONTU, i.e., ONU;,. Finally,
the destination ONU; forward the excess traffic to the
destination eNB; via the X2 interface. It must be noted that
traffic redirection is typically performed for low-priority
“best-effort” traffic (e.g., P2P file transfers, Web traffic)



896 J. OPT. COMMUN. NETW./VOL. 6, NO. 10/0CTOBER 2014

appropriately marked by the AGW with the corresponding
CoS value. Here, a downstream wavelength sharing
scheme is proposed, to support load balancing in the
WDM-PON ring architecture. The proposed scheme is
implemented at the OLT, which has access to the traffic
profile of all downstream wavelengths. It includes a peri-
odic polling-cycle operation that is divided in two phases.
In the first phase, overloaded and lightly loaded wave-
lengths (or equivalently congested/uncongested ONUs)
are identified. Further, the excess traffic of congested
ONUs and unused capacity of uncongested (or donor)
ONUs are quantified. In the second phase, the J;zx chan-
nel is exploited to absorb temporal traffic overloads by redi-
recting traffic from congested ONUs through uncongested
ONUs. An algorithm is devised to dynamically match con-
gested to uncongested ONUs. In what follows, the two
phases of the proposed scheme are detailed:

1) First Phase: Identification of Donor and Acceptor
ONUs: In the first phase, the OLT periodically performs
estimates of underlying traffic parameters and calculates
the effective bandwidth Cgg of all downstream channels
using the Norros formula [24]:

Cpp =p+ [BH‘lk(H) v=2ay In e]ﬁ, 2)

where K(H) = HY(1 - H)'"¥, B is the buffer size (in bits), u
is the traffic mean rate (in bps), H is the Hurst parameter
of the traffic, and a is the coefficient of variance. Effective
bandwidth is a statistical estimate of the capacity required
in order to satisfy a given QoS constraint (typically a buffer
overflow probability). Lightly loaded channels (which cor-
respond to donor ONUs) are the ones with Czg < C, and
heavily loaded ones (which correspond to congested ONUs)
are those with Cgg > C, where C is the nominal wavelength
capacity. Then, the OLT calculates a traffic counter (TC, in
bps) for each ONU. The function of the TC is to quantify the
excess traffic or the unused capacity of congested or uncon-
gested ONUs respectively.

For uncongested (donor) ONUs, the TC corresponds to
the unused downstream capacity. Assuming that N sub-
flows are redirected through ONU,, and C; is the effective
bandwidth of each flow, the following equation must hold so
that the donor ONU,, is not overloaded:

> Ci+Clhg <C. 3)
N

This is a conservative estimate, as it does not account
for statistical multiplexing gains from flow aggregation,
providing a safety margin in case the underlying traffic
profile changes. Thus, the donor capacity can be derived
as the difference between the effective bandwidth of the
downstream channel and the nominal wavelength capacity,
ie., TC, = C-Ckty. Each time a new transient flow is
redirected by a donor ONU, its TC is decremented
accordingly.

For congested ONUs (where Cgg > C), TC corresponds
to the effective bandwidth of the excess traffic component
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that must be redirected. For each congested ONU, down-
stream traffic is progressively split in a number of tran-
sient flows, until all excess traffic has been redirected.
Each transient flow corresponds to a fraction of the over-
all mean rate, so that it can be matched and redirected
over one donor ONU. Traffic splitting and redirection de-
pends on the unused capacity of the associated donor
ONUs (quantified with the TC) as well as the availability
of the Apan. The Jan utilization profile is known to the
OLT, since it is the OLT that arbitrates bandwidth allo-
cations for the ONUs. Assuming ONU; is a congested
ONU, ONU, is a donor ONU, and A; is the available
bandwidth in the A;snx channel for the links in the path
between ONU, and ONU;, the following equation must
hold:

Ci,k = min(TCk, TCi’Ak.i)» (4)
where C;, is the effective bandwidth of the transient flow
from (congested) ONU; to (donor) ONU,.

2) Second Phase: Dynamic Traffic Redirection: In the
second phase, traffic redirection is implemented by setting
up transient flows to be redirected from congested ONUs
through uncongested ones, starting from the lowest prior-
ity classes. This requires a mechanism to efficiently split
downstream traffic into multiple components (or subflows).
In this work, a well-known stochastic hash-based tech-
nique is used for traffic splitting [25]. This technique
involves calculating hash-based fingerprints on a packet-
by-packet basis and classifying each packet to a subflow
based on its fingerprint value. The fingerprint is calculated
by applying a hash algorithm to the packet header five-
tuple, i.e., source and destination address, source and
destination port, and protocol number. Fingerprint values
are mapped to traffic subflows that correspond to a fraction
of the overall downstream traffic. For example, down-
stream traffic with mean rate m can be split into an
excess traffic component, which corresponds to a fraction
p of the overall traffic, with mean rate m,, =p e m. If
no single donor ONU is able to accommodate the excess
traffic component, the latter can be split into multiple
subflows.

At the beginning of the second phase, after acceptor/
donor ONUs have been identified and excess/unused
capacities have been quantified, the proposed scheme
attempts to match donor and acceptor ONUs. It is
evident that matching a congested ONU with the closest
uncongested ONU(s) in the upstream direction minimizes
the number of hops spanned by the transient traffic
flows, which results in maximizing the spatial reusability
gains of the Apan. Thus, for each congested ONU, the OLT
considers all upstream donor ONUs sequentially. Tran-
sient flows are set up from donor ONUs to acceptor ONUs
until all excess bandwidth is redirected or the A; oy capacity
is exhausted. The basic algorithmic steps, which are
repeated periodically at the OLT, are illustrated in
Algorithm 2. It must be noted that changes to the under-
lying traffic profile result in changes to the transient
flow setup.



Ramantas et al.

Algorithm 2 Dynamic Traffic Redirection Algorithm

ForEach congested ONU;
ForEach upstream donor ONU;,

Ci,k = min(TCk, TCivAk.i)

If (C;;, > 0) Then
Set up transient flow from ONU, to ONU;
Update A;an utilization profile
Update TC;, TC,
If (TC;==0) Then

Break {no remaining excess traffic}

EndIf

Else{i;an capacity exhausted}
Report failure
Break
EndIf

EndFor
EndFor

VI. PERFORMANCE EVALUATION

In this section the unified LTE/PON architecture is
evaluated, along with the proposed QoS framework and
the dynamic bandwidth allocation/reallocation scheme.
The proposed architecture and schemes were implemented
in ns-2 simulator framework, and evaluated through exten-
sive simulation experiments. Specifically, an LTE backhaul
network with eight ONU/eNBs was simulated, intercon-
nected in a fiber ring with a 2 km diameter. An OLT
was connected to the ring with a 20 km bidirectional feeder
fiber. The LTE air interface implementation was derived
from an ns-2-based LTE simulator, presented in [26].
The LTE simulator also supports QoS-aware scheduling
for both the air interface and the S1 interface. The sched-
uling algorithm and QoS mapping scheme presented in
Section IV were implemented and evaluated via simulation
experiments. In what follows three sets of simulation ex-
periments are presented, to evaluate different aspects of
the converged architecture and proposed schemes. In all
simulation experiments, communication between each
source—destination pair of ONUs (i.e., LAN traffic flowing
through X2 interface) and between each OLT-ONU pair is
modeled as separate traffic sources that generate packets
according to a self-similar process with packet size 1 KB
and H = 0.7, unless stated otherwise. ONU traffic from/
to the OLT is denoted as downstream or upstream traffic,
respectively, and ONU traffic load as downstream or up-
stream load. Traffic load is expressed as a percentage of
wavelength capacity, which is the maximum amount of
traffic that can flow through the links of the fiber ring.
The wavelength capacity was set to 1 Gbps, and the buffer
size of ONUs to 3 MB. Finally, the polling-cycle time for
LAN traffic, £, was set to 2 ms.

A. Inter-ONU (LAN) Traffic

In the first set of experiments the effect of the proposed
unified ONU architecture on inter-ONU (or LAN) traffic is
evaluated. First, the proposed architectureis compared with
a simple reference design that does not incorporate the A;,ax
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Fig. 6. Inter-ONU (LAN) traffic delay versus load.

wavelength. In the reference design all inter-ONU traffic
flows through the OLT, via the dedicated upstream/
downstream wavelengths. Figure 6 displays the delay of
the inter-ONU traffic (or LAN traffic) for two architectures:
the legacy one termed as Reference Arch.,in Fig. 6, where all
LAN trafficistransmitted via the OLT, and the proposed one,
termed as New Arch., where all traffic uses the ;s wave-
length and the ONU design shown in Fig. 4. Results shown
are obtained varying the LAN trafficload and the upstream/
downstream load (denoted with p). Without loss of general-
ity, the results concern a single source-destination pair.
Packet delay at the proposed ONU design is dominated by
the queuing delay at the VOQs. At light loads the average
queuing delay equals .. /2, as packets wait for their desig-
nated timeslot, which is essentially the overhead of the
MPCP signaling. For a typical value of ¢y, = 2 ms this is
translated to a 1 ms overhead, which is well below the toler-
ances of inter-ONU traffic. It can be seen that the packet
delay in the new architecture is stable and remains signifi-
cantly lower than the packet delay of the reference architec-
ture, especially at high loads. When the upstream/
downstream channels are congested, packet delay at the
reference architecture increases significantly.

In the following experiment, the proposed dynamic re-
source reservation scheme is simulated, for subwavelength
sharing of the A;oN. As mentioned in the previous section,
resource reservation for LAN traffic is arbitrated by the
OLT via MPCP signaling, with a polling-cycle operation
and £.yqe = 2 ms. In this experiment, the goal is to evaluate
the performance of the scheduling policies. Figure 7 com-
pares the packet loss ratios of FF, FFD, and FFO schedul-
ing policies presented in Section V for varying LAN traffic
loads, while packets that failed to be scheduled were
dropped. For reference, the performance of an “ideal”
scheduler is included, by removing the slot continuity
constraint. It can be seen that FFD is the best performing
heuristic and therefore is employed in the rest of this work.

B. QoS Framework for Upstream / Downstream
Traffic

In the second set of measurements the QoS framework
for upstream/downstream traffic, presented in Section IV,
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Fig. 7. Packet loss ratio versus load, for different scheduling
policies.

is evaluated. As mentioned previously, four traffic classes
are assumed, Q0-Q3, which correspond to voice traffic,
video traffic, interactive traffic, and best-effort traffic.
The traffic load is split in all four classes, in proportions
of 10%, 10%, 40%, and 40% respectively. Voice traffic is gen-
erated with a ns-2 RealAudio traffic generator, with burst
time (or ON period) 200 ms, IDLE time (or silence period)
500 ms, and packet size 200 bytes. Constant bit rate (CBR)
encoding was assumed for video traffic, and a packet size of
1 KB. Finally, traffic that belongs to classes Q2 and Q3 is
modeled with a self-similar process, with packet size 1 KB
and H = 0.7.

It must be noted also that the sending rate and/or packet
inter-arrival times are derived from the traffic load and the
packet size.

An important characteristic of the proposed QoS frame-
work is mapping of traffic classes in wired and wireless net-
works. Figure 8 shows the delay of traffic classes for
varying traffic loads, when QoS mapping is supported.
Figure 9 repeats the measurements without support for
QoS mapping, where all priority classes collapse to a single
traffic class at the eNB. It can be seen that for fulfilling the
QoS characteristics associated with the different bearers,
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Fig. 8. Delay versus load for different priority classes and QoS
mapping.
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QoS mapping is vital. In Fig. 9, differences in packet delay
among traffic classes are not significant, and priority inver-
sions are possible.
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Fig. 10. Average throughput of congested ONUs versus down-
stream load. Uncongested ONU downstream loads are denoted
with p, and the LAN load is set to 0.
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C. Load-Balancing Scheme

In the third set of measurements, the proposed scheme
for dynamic bandwidth allocation and sharing of
downstream wavelengths is evaluated. This set involves
communication among all ONUs that belong to the LTE
backhaul. Among the eight ONUs, four were randomly se-
lected with input load >1.0 to simulate traffic overloads
(congested ONUs) and four with input load <0.7 (uncon-
gested ONUs). Figures 10 and 11 display the aggregated
throughput of congested ONUs versus the downstream
load. In Fig. 10, the downstream load of uncongested ONUs
(denoted with p) is varied, while the LAN load is set to 0. In
Fig. 11, the LAN load is varied, while the downstream load
of uncongested ONUs is kept constant (p = 0.1). For refer-
ence, the case of no redirection is shown in both figures.

It can be seen in both figures that the proposed architec-
ture can effectively take advantage of the unused capacity
of uncongested ONUs, as long as there is sufficient band-
width availability in the J; oy channel. In particular, for the
case of 1.8 loads, the throughput of congested ONUs
reaches 1.57 Gbps for an uncongested ONU downstream
load of p = 0.1 as can be seen in Fig. 10. This is a significant
improvement, keeping in mind that the transient traffic
would have been lost if traffic redirection was not imple-
mented. As the uncongested ONU load increases to p = 0.7
(and the unused capacity decreases accordingly) the con-
gested ONU throughput gradually decreases to 1 Gbps.
The same behavior is also recorded with the gradual
increase of LAN load, as shown in Fig. 11.

Finally, Fig. 12 illustrates the end-to-end delay mea-
sured as the time that a packet leaves the OLT (or the origi-
nating ONU) until it reaches the destined congested ONU.
In particular, Fig. 12 displays the delay of the LAN traffic
as well as the delay of the downstream traffic (denoted as
OLT traffic) for different loads of uncongested ONUs
(p = 0.3, 0.5, and 0.7), which are compared with the case
of no redirection. From Fig. 12, it can be seen that the delay
of the downstream traffic increases but never exceeds the
case of no redirection. Thus, the QoS for delay-sensitive
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services does not deteriorate when traffic redirection of ex-
cess traffic is employed. Furthermore, it can be seen that
although the unused capacity of the A;an channel is ex-
ploited for downstream traffic redirection, the delay of
inter-ONU traffic remains unaffected and just marginally
increases with the increase of the downstream load.

VII. CoNCLUSION

In this work a new unified PON-RAN architecture for
LTE mobile backhaul networks was proposed, employing
ring-based WDM PONSs. The proposed architecture sup-
ports all-optical inter-BS communication as well as load
balancing, via the dynamic reallocation and sharing of
downstream wavelengths. Lightpaths for inter-ONU
communication are dynamically set up, bypassing inter-
mediate ONUs, thus avoiding unnecessary electronic
processing. A dynamic bandwidth allocation scheme was
also proposed for resource reservation and sharing of
LAN traffic. It was shown through simulation that the
proposed architecture significantly improves the delay
characteristics of inter-eNB traffic, offloading upstream/
downstream wavelengths. Finally, the proposed load-
balancing scheme effectively takes advantage of unused
capacity, by redirecting traffic overloads to uncongested
wavelengths.
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