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Abstract—Network virtualization refers to a broad set of tech-
nologies. Commercial solutions have been offered by the industry
for years, while more recently the academic community has em-
phasized virtualization as an enabler for network architecture re-
search, deployment, and experimentation. We review the entire
spectrum of relevant approaches with the goal of identifying the
underlying commonalities. We offer a unifying definition of the
term “network virtualization” and examine existing approaches to
bring out this unifying perspective. We also discuss a set of chal-
lenges and research directions that we expect to come to the fore-
front as network virtualization technologies proliferate.

Index Terms—Network architecture, network virtualization.

I. INTRODUCTION

N ETWORK virtualization has become a popular topic in
recent years, and it is often mentioned in technical mag-

azines, network device providers’ white papers, textbooks and
research papers. Survey papers [1], [2] provide an overview of
network virtualization, and online fora (e.g., http://networkvir-
tualization.com) have become promoters and advocates of net-
work virtualization. Nevertheless, the former typically reflect
the point of view of the research community, addressing only
some aspects of the field, while the latter focus mostly on the
industry perspective and do not cover the entire spectrum of
network virtualization either.With its rapid adoption in different
contexts to refer to a range of concepts and approaches, the term
“network virtualization” has become overloaded, often to the
point of confusion.
With this paper, we attempt to review the entire spectrum of

network virtualization technologies, perspectives, and practices
with a focus on identifying common features. Specifically, we
aim to give clear answers to fundamental questions such as
“What is network virtualization?” and “What is virtualized?”
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Our objective is twofold: that this work serve as an essential
tutorial for readers interested in learning about specific network
virtualization approaches; and to present a comprehensive
picture from a new perspective that unifies seemingly diverse
points of view.
The rest of this paper is organized as follows. In Section II, we

review mature network virtualization-related technologies that
are in commercial use. In Section III, we discuss network virtu-
alization projects and prototypes mainly driven by the research
community. We discuss several interpretations of network vir-
tualization in Section IV, and we converge to a broad defini-
tion that captures its role as abstraction of resources. We discuss
emerging technologies, research directions and challenges in
network virtualization in Section V, and we conclude the paper
in Section VI.

II. THE INDUSTRY PERSPECTIVE

In this section, we examine fundamental network virtualiza-
tion-related technologies that are already in commercial use. We
discuss technologies related to devices, links, and networks, and
explain how they influence each other and evolve together.

A. Network Device Virtualization

We start by reviewing virtualization technologies of the fun-
damental building blocks of a network, namely, network inter-
face cards (NICs, at the network edge) and routers (in the net-
work core).
1) NIC Virtualization:
a) Software-Enabled NIC Virtualization: VMware, Mi-

crosoft, Citrix Systems (providing Xen [3]), and Oracle are
among the main commercial providers of operating system
(OS) virtualization solutions. An important task of such plat-
forms is the sharing of NIC hardware among instances of the
virtual OS. Fig. 1 illustrates a general architecture of NIC
virtualization, although the specific implementation may vary
across vendors. The cornerstone of NIC virtualization is virtual
NIC (vNIC), a software emulation of a physical NIC which
may be assigned its own, dedicated IP and MAC addresses. In
the figure, a vNIC client can be any client who wishes to use
a vNIC. The most common vNIC clients include a virtual OS
(which may be called a virtual machine (VM) [4] in VMware,
or a domain [3] in Xen) or an OS-level virtualization instance,
such as a Solaris Zone [5].
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Fig. 1. General NIC Virtualization Architecture.

A virtual switch (vSwitch) in Fig. 1 is a software emulation of
a physical switch which, however, may not support all features
of a physical switch [6]. A vSwitch performs functions such
as traffic switching, multiplexing, and scheduling and bridges
vNICs with physical NIC(s) if needed. The links between vNIC
and vSwitch are software-emulated links (not to be confused
with the “virtual link” concept we describe in Section II.B). The
bandwidth of these emulated links is only limited by the pro-
cessing capabilities of the host itself. While it is possible to set
an upper limit on the speed of each emulated link so as to main-
tain the overall balance of traffic, most NIC virtualizaton im-
plementations do not support guaranteed bandwidth. A notable
exception is the Sun Crossbow project [7]. Crossbow provides
a guaranteed bandwidth feature that allows vNICs to reserve a
hardware traffic lane, and also offers a more elegant framework
to manage resources. All these abstractions reside either in the
hypervisor (a program that manages OS resources to allow vir-
tualization) or the host OS.
In Fig. 1, if the vNIC clients are servers (e.g., web servers,

DNS servers or firewalls), NIC virtualization actually provides
a virtual network composed of virtual servers, virtual NICs, vir-
tual switches, and virtual links. This capability is often called
“network-in-a-box.” In this context, the virtual network is ac-
tually a software-emulated network which generates traffic that
is injected to the real world through a non-virtual/non-emulated
physical NIC.
With vSwitch, the communications between vNIC clients

within one hypervisor are not visible to the outside world any-
more, and need additional effort to be monitored or regulated.
Network administrators are also burdened as different server
virtualization technologies provide different flavors of vSwitch.
Thus, it is also desired to have all traffic directed to the physical
switch even if it is destined back to the same physical server.
Two approaches could be used to address the problem, and both
are under the standardization process. Virtual Ethernet Port
Aggregator (VEPA) is also known as 802.1Qbg [8]. It defines
standard mode and multi-channel mode, which uses standard
802.1ad Q-in-Q. In the other approach, VN-Tag, known as
802.1Qbh [9], introduces a new VN-Tag field and uses it to
identify virtual interface. With the additional tag, a bridge port
is virtually extended, and could be easily cascaded as well.
To eliminate the burden of configuring vSwitch on every

server, Cisco provides software-based Nexus 1000v. It has

Fig. 2. Routers in Virtual OS.

two major components: Virtual Ethernet Module (VEM) and
Virtual Supervisor Module (VSM). VEM is integrated with
the hypervisor, and perform switching, QoS, port security, etc.
VSM is the management module, and is able to manage up to
64 VEM to be one logical switch. Readers are referred to [10]
for more information.

b) Hardware-Aided NIC Virtualization: Regular NIC only
provides one peripheral component interconnect express (PCIe)
channel, which usually becomes the I/O bottleneck in a VM cen-
tric data server. Single root I/O virtualization (SR-IOV) [11] is
a hardware enhancement that could create multiple instances of
PCI functions by its Virtual Functions (VFs). Instead of con-
necting vNIC clients to a vSwitch, every VM could be directly
mapped to a VF for direct access of NIC resource. This module
generally provides better throughput, scalability and lower CPU
utilization [12].
2) Router Virtualization: In this section, we use “router” as a

general term to refer to a network device that performs routing
or switching operations. The router virtualization technologies
described in the following three subsections represent distinct
and fundamentally different functionalities.

a) Routers in Virtual OS: Fig. 2(A) shows how software
and hardware are tightly coupled together in a typical router.
The OS is often customized to the specially designed hardware
for better performance; examples include Cisco’s Internetwork
Operating System (IOS), VxWorks, Linux, and BSD. Router
software, including routing protocols, runs within such a cus-
tomized OS.
There have been numerous efforts to separate router software

from hardware, as in Fig. 2(B), especially in some Linux dis-
tributions, such as Alpine Linux, Mikrotik RouterOS, Untangle
and Vyatta. Most of these distributions can run on a standard
X86 hardware architecture, and can be installed in a virtual OS,
including VMware or Xen.
Routers in virtual OS may be called “virtual routers”; in this

context, the term “virtual” refers to the fact that these routers
share hardware resources, such as CPU, memory, hard drive,
NIC, etc., with other instances of any virtual OS in the same
physical machine. In the virtualization scenario of Fig. 1, these
virtual routers are vNIC clients and reinforce the concept of
“network-in-a-box” described in Section II.A.1a.

b) Router Control/Data Plane Virtualization: A core com-
ponent of routers is the routing table that maps incoming packets
to output ports. Some routers may have a single routing table for
all packets, with the routing table being maintained by a single
process. Some routers may have multiple routing tables, each
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table serving a different routing context. The various routing ta-
bles may be maintained by a single process or by multiple pro-
cesses (e.g., one process for each routing table). This technology
is referred to as “virtual routing and forwarding” (VRF). In the
control plane, Routing Information Base (RIB) is virtualized to
multiple routing tables; while in the data plane, Forwarding In-
formation Base (FIB) is virtualized as multiple forwarding ta-
bles. We could view it as a form of control/data plane virtual-
ization but it is not considered a virtualized device.
In addition to separate routing tables, more advanced routers

may also support (logically) separate routing protocols, configu-
rations, etc. A “virtual routing instance” in such routers consists
of a specific logical combination of a configuration, routing pro-
tocol and routing table. Various names have been given to such a
virtual routing instance, such as “virtual router”, “logical router”
or “routing context”.

c) Hardware-Partitioned Router: Routers that support
hardware partitioning may host multiple routing instances in
a single device; these are called “protected system domains”
[13] by Juniper Networks, or “logical routers” [14] by Cisco
Systems. Hardware-partitioned routers are mainly deployed
in Points of Presence (PoP) of network carriers to save space
and power and reduce management cost. Hardware is typically
partitioned per line card, so that this technology can be viewed
as a router per line card.

B. Link Virtualization

Link virtualization technologies create “virtual links”, a term
which, depending on the context, may carry various meanings.
In this section, we review these different interpretations and un-
veil the various layers of link virtualization.
1) Physical Channel Multiplexing: When discussing link

virtualization, the first issue that needs to be clarified is what
exactly constitutes a “link”. If the link is a physical medium,
then link virtualization might be identical to multiplexing. A
physical medium could be wired (e.g., fiber, copper cable) or
wireless (e.g., wireless spectrum). Technologies such as time
division multiplexing (TDM), frequency division multiplexing
(FDM) and code division multiple access (CDMA) are widely
used to multiplex distinct communication channels over a
single physical medium. Although multiplexing is generally
not considered as a link virtualization technology, we point out
that on a fundamental level it performs a function very similar
to virtualization: the physical medium is split into distinct
channels, and the sender and receiver are under the illusion that
they own the physical medium. Therefore, virtualization may
be viewed as a generalization of multiplexing.
2) Bandwidth Virtualization: In this context, “link virtual-

ization” refers to technologies that combine the bandwidth of
individual channels together to form virtual links.

a) Circuit: In a traditional telephone call, a circuit is es-
tablished for a call by concatenating a series of channels (time
slots on a physical link) along the links of the path between two
parties. The conversation is carried on these time slots, and the
parties have the illusion that they use a dedicated line. In this
case, this concatenation of time slots forms a virtual link.

b) Reverse Multiplexing: Advances in optical technolo-
gies make it possible to combine bandwidth so as to create flex-
ible services (i.e., pools of bandwidth) independent of the ca-
pacity of the underlying physical links and devices. Such re-
verse multiplexing technologies may operate at the granularity
of sub-wavelength or full wavelength rates.
For instance, SONET virtual concatenation binds several

STS- frames together to create channels of flexible bandwidth
that cannot be supported by the traditional SONET bandwidth
hierarchy; the combined STS- frames may be contiguous or
non-contiguous frames on the same SONET link, or may even
belong to different SONET links. Similarly, four (respectively,
ten) 10 G channels (wavelengths) may be combined to create
one 40 G (respectively, 100 G) channel. Channels created via
such reverse multiplexing technology are referred to as virtual
links. Similar optical bandwidth virtualization techniques may
be used to provision Layer 1 virtual private networks (L1
VPNs), which we describe in Section II.C.2.
Infinera provides bandwidth virtualization solutions [15] to

enable a programmable optical network. In a traditional op-
tical network, services are tightly coupled to particular physical
devices. Bandwidth virtualization enables a decoupling in that
services are not bound to particular devices but to virtualized
bandwidth.
3) Data Path Virtualization: Data path virtualization refers

to technologies that do not manipulate the channel itself, but
rather the data (packets) carried on this channel. In this case, a
virtual link corresponds to a data path with certain properties.
Such a virtual link does not depend (directly) on the physical
properties (e.g., bandwidth) of the links, rather it is provisioned
by nodes. Specifically, nodes use various technologies to direct
data along these virtual links (data paths); two popular technolo-
gies are discussed next.

a) Labels: Labels (might be also called tags, IDs, etc.) oc-
cupy certain fields in the packet header and serve as identifica-
tion and sharing mechanisms. Nodes are aware of labels so that
they may point traffic to the right direction; this is an important
point in that the virtual link (data path) is enabled by nodes.
802.1q virtual LAN (VLAN) tags enable different VLANs to

share a single physical medium while being logically separated.
VLAN tags are more about sharing and can be used to distin-
guish data from different VLANs. At the same time, they are
also employed to help form data paths for the broadcasting do-
main. We will discuss VLANs in greater detail in Section II.C.3.
The labels in asynchronous transfer mode (ATM), frame relay

(FR), and multiprotocol label switching (MPLS) technologies
are also used to specify the path that data packets take. These
data paths are called virtual circuits. In Section II.B.2a, circuit
denotes the fact that time slots are concatenated end-to-end. The
term “virtual” here refers to links are concatenated, but not phys-
ical time slots.

b) Tunnels and Encapsulation: Tunnels (often using
encapsulation techniques) provide virtual (logical) links to
connect network devices that are not physically adjacent. For
example, tunnels may be used to create the illusion for some
protocols running on a network device that this device has a
direct connection to another device even when no physical link
between the two devices exists. Some popular technologies
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Fig. 3. Overlay Network.

TABLE I
LINK VIRTUALIZATION TECHNOLOGIES

include generic routing encapsulation (GRE) tunnels, Internet
Protocol security (IPsec) tunnels, GPRS Tunnelling Protocol
(GTP) tunnels, and MPLS label switched path (LSP) tunnels.
Essentially, tunnels are overlay links and form the fundamental
building blocks of overlay networks, which we discuss in
Section II.C.1.
Table I summarizes the link virtualization technologies dis-

cussed in this section.

C. Virtual Networks

So far, we have encountered two types of virtual networks:
“network-in-a-box” in Section II.A.1a and “bandwidth-virtu-
alized network” in Section II.B.2b. In this section, we review
several other network virtualization technologies, and we ex-
plain how they relate and compare to each other. In keeping
with the theme of the overall section, we only consider commer-
cial technologies offered by the industry; we will review virtual
networks that are the subject of academic research in the next
section.
1) Overlay Networks: An overlay network is one built upon

an existing network, mainly using tunneling and encapsulation
technologies. A major attraction of overlay networks is the
ability to implement new network services economically by

making use of existing network infrastructure. Consider, for
instance, the physical network in Fig. 3, in which nodes ,
and are connected by two links, and . Suppose now
that a new network service, such as a new routing protocol,
between nodes and needs to be implemented. By using
tunnels to connect nodes and only these two nodes need
to be modified to implement the service. Node on the other
hand, needs no modification: it continues to forward data
between and , but it is not aware of the new service. In the
overlay network (at the top of Fig. 3), the tunnel gives nodes
and the impression that they are connected to each other by
link and have no knowledge of the existence of node .
Many overlay networks have been constructed to create

new services by augmenting the capabilities of existing infra-
structure. Examples include Internet access networks (e.g., a
digital subscriber line (DSL) or cable network overlaid upon
older public switched telephone network (PSTN) or cable TV
infrastructure), and the MBone [16] and 6Bone [17] that add
multicast and IPv6 capabilities to the Internet, respectively.
In overlay networks, it is the network topology that is virtual-
ized, and all new-service-aware nodes form a virtual network.
Overlay technology is also the key to implementing virtual
private networks and virtual sharing networks, as described in
the following two subsections, respectively.
2) Virtual Private Networks: A virtual private network

(VPN), shown in Fig. 4, is an assembly of private networks that
connect to each other but are isolated from public networks
such as the Internet. For instance, organizations deploy VPNs
to connect their offices in geographically distant locations,
while individuals who work from their home typically use a
VPN to access their company’s internal network.
Layer 2 (L2) and Layer 3 (L3) VPN technologies are mature

and widely deployed. In a L2 VPN, the VPN provider’s network
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Fig. 4. Virtual Private Network.

TABLE II
VPN SUMMARY

is virtualized as a layer 2 switch, and customer sites are respon-
sible for building their own routing infrastructure. On the other
hand, in a L3 VPN, the provider’s network is virtualized as a
layer 3 router. Since 2005, Layer 1 (L1) VPN technology has
been undergoing a rapid process of standardization. The funda-
mental difference between L2/L3 VPN and L1 VPN technology
is the networks on which they operate. L2/L3 VPNs are typi-
cally built on an IP/MPLS BGP core, while L1 VPN is mainly
designed to run on TDM networks, such as SONET/SDH, or
wavelength division multiplexing (WDM) optical networks. In
L1 VPN, customers (i.e., the edge routers of private networks)
will be able to request Layer 1 data paths across the provider’s
network, and these data paths are used to interconnect customer
sites. However, an L1 VPN is provisioned by higher layer proto-
cols, i.e., the requested data path is determined and established
by protocols such as generalized MPLS (GMPLS). L1 VPN
technology is still under development and rarely deployed in
the field; the reader is referred to relevant RFCs [18]–[23] for
more detailed information.
Table II summarizes these three types of VPN. In a VPN, the

network topology is virtualized to provide the illusion that each
customer’s private networks are directly connected; the VPN
also provides isolation among different customers.
3) Virtual Sharing Network: We use the term “virtual sharing

network” (VSN) to denote technologies that support the sharing
of physical resources among multiple network instances, while
providing clear delineation between these instances. In the in-
dustry, such a network instance could be simply called a “vir-
tual network” [24], further contributing to the overloading of
the latter term. For clarity and to differentiate this concept from
overlay networks and VPNs that we discussed above, we de-
cided to coin the term VSN.
A virtual LAN (VLAN), discussed in Section II.B.3a can be

thought of as a special case of a VSN. VLANs share the same
physical LAN infrastructure while at the same time they are
segmented within the boundary of broadcast domains. These
two features, sharing and segmentation, are the two key prop-
erties of a VSN, a generalization of the VLAN concept to a
broader network. Fig. 5 shows a typical deployment of VSN
technology within a large- or medium-size corporate network.
The guest network, employee network and administrator net-
workmay share the same access points (wireless hot spots, LAN

Fig. 5. Virtual Sharing Network.

Fig. 6. VPN-extended VSN.

access), physical switches and routers, and servers. However,
these networks are also properly segmented as virtual networks
with different access permissions. For instance, all virtual net-
works are able to access the Internet, but only the employee and
administrator networks may access email servers, Intranet Web
servers, and certain document and database servers; on the other
hand, only the administrator network may provide the ability
to configure physical devices or to access certain parts of the
infrastructure, including the security surveillance network and
building automation system. In this example, instead of building
a separate physical network for guests, employees and adminis-
trators, provisioning a virtual network for each user group is a
better solution in terms of cost, efficiency, maintenance effort,
etc. The key requirement is to ensure that all virtual networks
are able to share the same physical infrastructure while being
properly segmented.
A VSNmay be further extended by combining it with a VPN,

as discussed above, to extend the user group-specific virtual
networks of the VSN across multiple physical location con-
nected by the VPN. In this case, the term virtual has two mean-
ings: from the point of view of the VSN, each virtual (user
group-specific) network shares the same physical resources with
other VSN virtual networks; while from the point of view of the
VPN, the VSN itself forms a virtual network since several peer
VSN networks at geographically disperse locations are inter-
connected transparently. Fig. 6 is an illustration of a VPN-ex-
tended VSN.
Various technologies can be used to build VSNs. Fig. 7 shows

the most common building blocks of a VSN, including access
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Fig. 7. Technology Building Blocks of VSN.

Fig. 8. Relations of Overlay Network, VPN and VSN (Examples in Table III).

control, VLAN, VPN, data-path virtualization, control-plane
virtualization, etc. Depending on the design, a different set of
technologies might be employed. In fact, designing a VSN is
both science and art, and often requires substantial experience
with both technologies and best practices.
4) Technology Comparison: A network can be regarded as

“virtual” from different angles. An overlay network is consid-
ered virtual as it is separated from the underlay network; a VPN
emphasis is virtual in the sense that it is separate from the public
network; VSN focuses on the fact that multiple virtual networks
share the same physical infrastructure. A type of virtual net-
works could become another type of virtual networks by simply
changing the perspective. For example, considering the fact that
overlay networks share the same underlay network, they are
VSN to each other. As another example, part of a VPN is usually
an overlay network upon an underlying provider network. Fig.
8 shows the relationship between the overlay network, VPN,
and VSN concepts described in this section. Table III provides
real-life technology examples that fit within the different areas
( to ) in Fig. 8. As Fig. 8 and Table III show, the three con-
cepts overlap with each other in real deployments. We also note
that a VPN over a provider’s network (e.g., as in Fig. 4) is usu-
ally an overlay network, but not always. For instance, legacy
peer-to-peer VPN technology [25], [26] does not use overlay
networks.
Finally, Table IV compares the three technologies discussed

in this section in terms of their emphasis and the specific entities
that form the “virtual network” in each case.

TABLE III
EXAMPLES OF OVERLAY NETWORK, VPN AND VSN

TABLE IV
COMPARISON OF VIRTUAL NETWORK TECHNOLOGIES

III. THE ACADEMIC COMMUNITY PERSPECTIVE

In this section, we focus on projects that are mainly driven
by the academic community and explore the various aspects of
network virtualization addressed by these projects. We catego-
rize selected projects with an emphasis on identifying the entity
or entities that are virtualized.

A. Testbeds Provisioned by Network Virtualization

The testbeds discussed in this section use network virtualiza-
tion to facilitate the sharing of the same physical infrastructure
among multiple experimenters (users of testbeds) while also en-
suring that users of the infrastructure are isolated from each
other. Our discussion focuses on what resources are virtualized
and made available to the experimenters.
1) PlanetLab: PlanetLab is a research testbed, jointly estab-

lished in 2002 by Princeton University, Intel, UC Berkeley, and
the University of Washington. As Fig. 9(A) shows, PlanetLab is
composed of PlanetNodes distributed around the world1. Plan-
etNodes are dedicated servers running PlanetOS (a customized
Linux OS), and they are able to spawn VM slices upon request.
PlanetLab does not deploy dedicated links, hence communica-
tion between PlanetNodes occurs through the Internet; in other
words, PlanetLab forms an overlay network over the Internet.
As a result, the performance of a particular experiment running
on PlanetLab directly depends on the prevailing traffic condi-
tions in the Internet at the time of the experiment.
Fig. 9(B) shows that with the help of the PlanetLab man-

agement system, users are able to select a subset of PlanetN-
odes and request a VM slice from each. As PlanetNodes are
geographically distributed around the world, testbeds with a
range of desired properties in terms of size, topology, and ge-
ographical coverage may be requested and constructed. Users
can utilize the PlanetLab APIs to develop customized applica-
tions and distribute them to selected PlanetNodes so as to con-
duct experiments on a global scale. Therefore, PlanetLab pro-
vides a user-defined overlay network for experimentation with
customized applications and services.
The PlanetLab design philosophy is described in [27], while

the details of PlanetOS and the security aspects of PlanetLab are

1As of May 2012, there were 1 115 PlanetNodes available at 542 sites across
the world, mainly in the United States, Europe, China and Japan.
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Fig. 9. PlanetLab.

Fig. 10. VINI.

in [28] and [29], respectively; a discussion of the Linux virtual
server used to provide virtual machine instances on PlanetNodes
can be found in [30].
2) VINI & Trellis: VINI (which stands for “virtual net-

work infrastructure”) extends PlanetLab to provide a specific,
enhanced, network protocol and service testbed. As Fig. 10
shows, VINI is also an overlay on the Internet, but it is different
than PlanetLab in three important aspects. First, every slice
(also called a virtual node) is enhanced as a router, not just
as a general purpose slice; this is similar to the concept of
routers in virtual OS we discussed in Section II.A.2a. Second,
VINI provides tools to establish tunneling connections between
virtual nodes. Finally, traffic can be directed between VINI and
the outside world to simulate realistic conditions.
VINI was initially implemented upon PlanetLab as PL-VINI

[31]. Later, it was upgraded to its own physical testbed2 with

2As of March 2011, there were 26 VINI nodes at 14 sites.

a new software platform called Trellis [32]. Trellis uses GRE
tunnels to connect virtual nodes on different physical machines.
The tunnels are used by virtual nodes through an Ethernet-like
virtual interface; hence these tunnels are called Ethernet generic
routing encapsulation (EGRE) tunnels. Although there might be
a dedicated uplink for the physical VINI nodes, bandwidth is
not guaranteed as these tunnels use an IP path to set up virtual
links. The tunnels are operated in the host OS while the virtual
interface is operated in the virtual machine/container; the tun-
nels and virtual interfaces are connected using bridging (similar
to vSwitch in Section II.A.1a). Trellis uses the Linux “bridge”
module to connect one EGRE tunnel to multiple virtual inter-
faces and an optimization called “shortbridge” to connect one
EGRE tunnel with one virtual interface. For more information
on shortbridge, please refer to [32].
3) Emulab: Emulab [33], [34] is a research network testbed

developed at the University of Utah. Since the original setup
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Fig. 11. Emulab.

in the late 1990s, Emulab has been an important platform for
networking research and teaching.
As its name indicates, Emulab mainly emulates network

properties based on user requests over a physical network. Em-
ulab deployments (Fig. 11) consist of distributed nodes overlaid
on the Internet, similar to PlanetLab and VINI; these nodes
connect to one or more physical sites containing emulation
hardware and/or software. Each physical site contains a set of
Dummynet nodes [35], [36], ns-Emulates (NSE) [37] and PCs
connected together through a LAN. Dummynet is an emulation
tool used to test networking protocols while NSE generates
software-simulated traffic; both interact with the PC-cluster
emulated network and overlaid distributed nodes.
When users request a network link with specific delays, a

Dummynet node is inserted within the LAN link assigned to
emulate the requested link. A Dummynet node is simply a link
emulator sitting between two PCs. User requests for specific
types of traffic patterns are handled by the NSEs which direct
the generated traffic to the network or host as requested by the
user.
In recent years, Emulab and PlanetLab have been part of the

global environment for network innovation (GENI) initiative
[38], and significant development efforts have been undertaken
to interconnect the two major testbeds.
4) VIOLIN: The virtual internetworking on overlay infra-

structure (VIOLIN) [39], [40] project was an early effort to build
an overlay network testbed that predates VINI. It was imple-
mented on PlanetLab and is essentially similar to the PL-VINI
implementation described above. VIOLIN software is imple-
mented within a user-mode Linux (UML) container, which runs
in a PlanetLab slice. A UML container is a virtual host, a vir-
tual switch, or a virtual router. VIOLIN extends UML to enable
UDP tunnels between the UML containers. As VIOLIN is in-
dependent of PlanetLab, it is easy to implant on other testbeds,
such as Emulab.
5) G-Lab and OneLab: German Lab (G-Lab) is an initiative

on the Future Internet sponsored by the German Federal Min-
istry of Education and Research. It uses PlanetLab-compliant
technology and has deployed a testbed in Germany. Based on
G-Lab, the topology management tool (ToMaTo) [41] provides
a graphical user interface that allows users to design and use
a virtual network by simply dragging and organizing network
device and link icons. PlanetLab Europe, the European part of

PlanetLab (separately administrated and federated with the rest
of the PlanetLab), is operated under the OneLab project, funded
by the European Commission. The main goals of OneLab in-
clude extending PlanetLab to wireless environments and feder-
ating with more testbeds, such as G-Lab.

B. Network Management

1) X-Bone: The X-Bone [42], [43] is a management tool that
eases the effort of automatic configuration and management of
overlay networks built upon an IP network, and includes en-
hanced security and monitoring features. It can be viewed as
a tool to deploy overlay networks across the Internet, while
also providing mechanisms for isolation and resource allocation
among multiple overlay networks.
2) UCLPv2: User controlled lightpaths version 2 (UCLPv2)

[44] is a set of software tools, in the form ofWeb services, which
provide user-friendly, unified interfaces to various network el-
ements (including optical switches, routers, etc.). The Web ser-
vices simplify the process of combining or partitioning network
resources such as bandwidth. In this context, the term “light-
paths” refers not only to wavelengths, but also to SONET cir-
cuits and MPLS LSPs.
UCLPv2 itself does not virtualize any network resource, but

merely provides an abstraction of network elements. A network
provisioned by UCLPv2 is called an “articulated private net”
(APN). An APN is referred to as a next generation VPN [44],
and bears similarities to the concept of a VPN that we discussed
in Section II.C.2.
3) OpenFlow: OpenFlow [45] was proposed and prototyped

by researchers mainly at Stanford University to enable flexible
control of a switch’s data plane. It unbundles the data plane
and control planes and allows the controller to manage the data
plane remotely through secure channels. OpenFlow identifies a
common set of essential switching functions, and version 1.3
has been standardized by the open networking foundation in
2012. The separation of the controller makes it possible for re-
searchers to experiment with new protocols by simply program-
ming the controller remotely, which can be a simple PC. Since
OpenFlow emphasizes open interfaces between switches and
controllers, it is regarded as a key technology for the recently
proposed software defined networking paradigm.
Although OpenFlow itself does not directly virtualize a net-

work, it has been widely adopted as a means to enable network
virtualization. For example, Flow Visor [46], [47] is an abstrac-
tion layer based on OpenFlow that enables the sharing of the
same hardware data plane among multiple logical networks.
OpenFlow Wireless (a.k.a, OpenRoads) [48], [49] is a frame-
work based on OpenFlow and Flow Visor to manage WiFi and
WiMAX wireless nodes. Other OpenFlow related network vir-
tualization projects can be found at [50], [51].

C. Architectural Aspects

The virtual Internet architecture [52] is an overlay network
architecture built upon a base net (e.g., the Internet). While still
in a preliminary stage, this Virtual Internet (VI) is analogous to
virtual memory in a computer. Just as virtual memory covers all
the details of physical memory and appears to be owned by an
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OS process, VI should also cover the details of the physical net-
work and provide VI users with an abstraction of the network.
VI is designed to provide maximum flexibility by supporting re-
cursion (i.e., the ability to stack VIs to increase fault tolerance
and path diversity) and revisitation (i.e., the capability for a base
network node to emulate multiple VI nodes, thus extending the
size of the network to be emulated). This architecture describes
the host, router, link and topologies as network resources, and
it examines the impact of using a virtualized environment over
network resources.

IV. A UNIFYING PERSPECTIVE

It should be evident by now that the term “network virtual-
ization” is overloaded, it carries multiple connotations, and its
meaning depends strongly on the particular context. In this sec-
tion, we attempt to cut through this clutter and provide a uni-
fying perspective of network virtualization.

A. Virtualization as Resource Abstraction

In computer science, “virtualization” is a general term used
to refer to the abstraction of fundamental computing resources
that gives users the illusion of sole ownership. For instance, vir-
tual memory is an abstraction that provides processes with the
impression that they control large amounts of physical memory.
In OS platform virtualization, this abstraction mainly involves
computer hardware components, including CPU, memory, hard
drive, network card, etc., which are viewed as the fundamental
resources.
We may extend this notion of abstraction to network virtu-

alization by noting that the fundamental components of a net-
work are nodes and links, hence these are the resources to be
virtualized. Indeed, we discussed node and link virtualization in
Sections II.A and II.B, respectively. In addition, users must have
a mechanism to address/name nodes (e.g., IP address, MAC ad-
dress), links (e.g., MPLS label, ATM circuit ID) and networks
(VLAN ID, VPN ID) in order to make use of the network. Con-
sequently, the set of addresses becomes an essential resource on
its own: when the number of nodes, links and networks is larger
than the address space, they compete for the limited address re-
sources. Therefore, we consider addresses as a fundamental re-
source in the context of network virtualization. Addresses are
widely used to aid node and link virtualization, but are not vir-
tualized resources per se.
Recall also that in some instances “network virtualization”

refers to providing a virtual topology that defines how nodes
are connected to each other. One might argue that “topology”
is a new type of fundamental resource, as links and nodes may
be added or deleted to form a virtual topology. However, we
note that a virtual topology cannot be constructed without some
form of node or link virtualization. Hence, we view “topology”
as a derived, not a fundamental resource; nevertheless, this is a
subtle distinction that does not affect the fact that this resource
may also be abstracted.

B. Existing Definitions

Let us now discuss existing definitions of “network virtual-
ization” and point out how they fall short in encompassing the

entire spectrum of virtualization we discussed in the previous
two sections.
Consider first this definition, available in [53]:

The term network virtualization refers to the creation
of logical isolated network partitions overlaid on top of a
common enterprize physical network infrastructure.

This statement defines what network virtualization creates, but
does not explain what is virtualized, and why it is different from
overlay networks discussed in Section II.C.1. Another statement
can be found in [54]:

The term “network virtualization” describes the ability
to refer to network resources logically rather than having
to refer to specific physical network devices, configu-
rations, or collections of related machines. There are
different levels of network virtualization, ranging from
single-machine, network-device virtualization that enables
multiple virtual machines to share a single physical-net-
work resource, to enterprise-level concepts such as virtual
private networks and enterprise-core and edge-routing
techniques for creating subnetworks and segmenting ex-
isting networks.

This definition clearly points out that virtualization involves the
abstraction of resources, and enumerates various such “levels”
of abstraction. However, the concept of “level” in this defini-
tion is somewhat ambiguous and the provided list of levels does
not comprise all aspects of virtualization we have encountered.
Consider the following definition [55]:

Network virtualization is an approach whereby several
network instances can co-exist on a common physical
network infrastructure. The type of network virtualization
needed is not to be confused with current technologies
such as Virtual Private Networks (VPNs), which merely
provide traffic isolation: full administrative control as well
as potentially full customization of the virtual networks
(VNets) is also required to realize the vision of using
network virtualization as the basis for a Future Internet.

This definition indicates that physical network infrastructure is
virtualized as network instances, and it clearly differentiates net-
work instances from VPNs. It does not provide a definition that
unifies the various types of virtual networks we have discussed.
Finally, consider this definition [56]:

Network virtualization is the technology that enables
the creation of logically isolated network partitions over
shared physical network infrastructures so that mul-
tiple heterogeneous virtual networks can simultaneously
coexist over the shared infrastructures. Also, network
virtualization allows the aggregation of multiple resources
and makes the aggregated resources appear as a single
resource.

This definition emphasizes that the purpose of network virtual-
ization is to create multiple heterogeneous virtual networks. It
points out that network virtualization aggregates resources, but
does not explain what resources are aggregated. Also, it does
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TABLE V
SUMMARY OF NODE AND LINK VIRTUALIZATION

TABLE VI
VIRTUAL NETWORK SOLUTIONS BY THE INDUSTRY

not account for the slicing of resources imposed by many virtu-
alization technologies.

C. A Unifying Definition

We offer this definition of network virtualization which we
believe is more precise and encompasses a diverse spectrum of
use:

Network virtualization is any form of partitioning or
combining a set of network resources, and presenting
(abstracting) it to users such that each user, through its
set of the partitioned or combined resources has a unique,
separate view of the network. Resources can be funda-
mental (nodes, links) or derived (topologies), and can
be virtualized recursively. Node and link virtualization
involve resource partition/combination/abstraction; and
topology virtualization involves new address (another
fundamental resource we have identified) spaces.

Tables V–VII illustrate how the various network virtualiza-
tion techniques we have discussed in this paper are covered by
this definition by pointing out the set of resources that are vir-
tualized in each case. Table V summarizes node and link vir-
tualization, while Tables VI and VII considers select industry
solutions and academic efforts, respectively, from the point of
view of the virtualized resources.

D. Virtualization versus Simulation and Emulation

Occasionally, “network virtualization” is used as a term syn-
onymous to network simulation or emulation [57]. We do not
encourage this usage, considering that (1) network simulation

TABLE VII
SUMMARY OF SELECTED ACADEMIC PROJECTS

and network emulation are better terms to use, depending on
the intended meaning (discussed shortly), and (2) using the term
“network virtualization” in a context unrelated to resource ab-
straction would be highly confusing.
Network simulation replicates network behavior by software

and/or hardware without the actual network being present.
OPNET [58] and NS2/NS3 [59] are two widely used network
simulation tools. Such tools use discrete event simulation on
network topologies that do not involve any real (physical)
network. As we discussed in Section III.A.3, in Emulab, NSE
relays the simulated world to the real world, injecting simulated
traffic into the real network and processing the traffic from the
real network. In this case, the simulated network comprises part
of the virtual network provided by Emulab. Note also that the
“network-in-a-box” scenario we described in Section II.A.1a is
a fundamentally different concept as it exists as part of a real
network.
Network emulation techniques replicate some properties of

a network device or traffic over a physical network. Such tools
may use software and/or hardware modules deployed on a phys-
ical network being tested so as to improve the performance and
scalability of the testing process. Properties of links (e.g., band-
width, latency, etc.), and/or traffic patterns (e.g., packet lost,
packet duplications, jitter, etc.) are commonly emulated by such
tools. Dummynet, Netem [60], and NistNET [61] are examples
of popular network emulation tools. Because an emulated net-
work is not a real physical network, it has been argued that it is
a virtual network; as we mentioned above, we do not agree with
this definition of virtualization as it does not involve resource
abstraction.

V. FRONTIERS

We now discuss a number of emerging technologies and re-
search directions in network virtualization that appear to us to
be both important and challenging. Our purpose is not to offer
an all-inclusive list of topics, but to generate interest in an area
of practical importance.

A. Network Leasing

With more mature network virtualization technologies, in-
frastructure owners are able to lease part of their networks to
others by means of virtualization. Although VPNs (discussed in
Section II.C.2) have long served this purpose, a new approach
in [62] has the potential for a broader impact by decomposing
the role of service providers.
Traditional Internet service providers, such as AT&T and

Time Warner, own and operate a physical infrastructure and
provide services, such as Internet access, corporate VPN,
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Fig. 12. Decomposition of an Internet Service Provider.

etc. Network virtualization allows the owners of a physical
infrastructure to act as infrastructure providers by provisioning
multiple virtualized infrastructures. Of course, an infrastructure
provider may also be a service provider at the same time and can
provide services upon its own infrastructure. However, it may
also be able to lease unused resources in the form of virtualized
infrastructure to other service providers. A service provider
can lease resources from a single or multiple infrastructure
providers. Fig. 12 illustrates this decomposition process.

B. 4WARD VNet Model

The 4WARD research project [63] is part of the European
Union (EU) 7th Framework Programme. One of the 4WARD
work packages (WP3-VNet) focuses on network virtualization
and its impact on the Future Internet. Its objective is to provide
virtualization of network resources, virtual networks and virtu-
alization management. Network resources to be virtualized in-
clude servers and links. 4WARD focuses on a generalized ap-
proach to allow virtualization of different resources that form
a unified framework, and supports both wireline and wireless
resources.
In the 4WARDWP3 technical report [55], the above network

leasing concept is further extended, and three roles are pro-
posed. The infrastructure provider (InP) owns and maintains the
physical network; it also provides means to virtualize its phys-
ical resources. The virtual network provider (VNP) uses virtual
resources provided by one or more InPs, provisions virtual net-
works, and makes them available to virtual network operators
(VNOs). In turn, VNOs operate virtual networks and provide
services.
This three-role model is further expanded in [64] which in-

troduces end-customers and application service providers and
enables more flexible provisioning of virtual networks and ser-
vices. Three use cases (beta slice, service broker in access net-
works, and service component mobility in mobile networks) are
also discussed in detail.
In [65], the impact and challenges of network virtualization,

especially for InPs, are discussed. Manageability, scalability
and reliability are three aspects that should be properly solved
to pave the way for deployment of services based on network
virtualization.
The scalable & adaptive Internet solutions (SAIL) project is

another Framework Programme 7 project. Cloud networking

(CloNet) [66], a key focus of SAIL, aims to expand the con-
cept of network virtualization to accommodate Cloud providers
as VNOs.

C. Testbeds for Next Generation Internet

Many in the networking research community have argued
that the current Internet is ossified [67] and needs to be im-
proved. Network virtualization offers a natural solution to
overcoming the Internet impasse [68]–[70], namely, the de-
ployment of testbeds as virtualized infrastructure on which to
experiment with newly designed architectures. The GENI and
4WARD projects in the United States and the EU, respectively,
are currently two major Next Generation Internet initiatives.
Both have adopted network virtualization as a core strategy.
GENI is a collection of research projects in the United States,

most of which are clustered around four control frameworks:
PlanetLab, ProtoGENI (a descendent of Emulab), ORCA (open
resource control architecture) [71] and ORBIT [72]. Broadly
speaking, GENI does not aim to be the Next Generation Internet;
it hopes to provide researchers ways to explore all the possibil-
ities and addresses most of the challenges in the network vir-
tualization area. GENI aims to design a streamlined process to
instantiate virtual networks, to allow on-demand addition of re-
sources to these networks, and to manage the virtual networks.
G-Lab and OneLab, which we discussed in Section III.A.5,

provide testbeds enabled by virtualization to researchers to ex-
plore the Future Internet. Another recent effort, Future Internet
core platform (FI-WARE) [73], also a EU 7th Framework Pro-
gramme project, proposes to leverage network virtualization in
its testbed architecture design.

D. Wireless Network Virtualization

While most network virtualization technologies and con-
cepts have their origins in wired networks, researchers are also
exploring the implication of virtulization to wireless networks,
including mobile cellular networks and sensor networks. In
this context, wireless spectrum represents a resource to be
virtualized, consistent with the link virtualization concept
we discussed in Section II.B. Various wireless virtualization
techniques are discussed in [74], along with new challenges
introduced due to mobility and unique properties of wireless
nodes.
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Fig. 13. NVO3 Reference Module.

1) Mobile Cellular Network Virtualization: The mobile vir-
tual network operator (MVNO) concept is well known and un-
derstood in the mobile industry. Notably, most Virgin Mobile
brands around the world have been established as MVNOs. An
MVNO gets access to mobile network owned by other providers
through contracts and agreements, and runs its owb billing and
customer servicess. Network virtualization technologies and the
4WARDVNet Model in Section V.B will provide seamless sup-
port for MVNOs. Several use cases are discussed in [75].
In [76], the network virtualization substrate (NVS) concept

is proposed to virtualize a WiMAX network. A WiMAX base
station uses orthogonal frequency division multiple access
(OFDMA) frame structure for transmission between the base
station and its subscribers. NVS virtualizes the wireless spec-
trum into distinct slices by using a slice ID to group a slice’s
download link subFrame and upload link subframe, and to
provide flow-level isolation. OS platform virtualization tech-
nologies are also employed to virtualize other components in
a WiMAX network including the access services network and
the connectivity services network. Similarly, it is proposed in
[77] to schedule a physical resource block, the smallest unit
that the long term evolution (LTE) MAC scheduler handles,
among different users to achieve spectrum virtualization. LTE
enhanced Node B (eNodeB) may be also virtualized as virtual
eNodeB using OS flatform virtualization technologies.
2) Sensor Network Virtualization: The impact of network

virtualization on sensor networks may not be as profound as on
cellular networks.Most sensor nodes have limited resources, are
dedicated to a specific application, and are sensitive for latency.
As long as these limitations persist, virtualization solutions may
remain a challenge.
Current research activities for sensor network virtualization

mostly focuses on virtualizing the sensor software platform
to enable multiple applications sharing the same sensor [78],
[79]. A virtual sensor network, as proposed in [80], consists
of a dynamic subset of sensors that can form a virtual network
and work together on a particular application. Multiple virtual
sensor networks may be formed on the same physical sensor
network. Readers are referred to [81] for a detailed survey on
virtualization of wireless sensor networks.

E. Standardization Effort on Virtual Networks in Data Center

With the rapid adaptation and development of virtual net-
works in data centers, IETF has chartered the Network Virtu-
alization Overlays (NVO3) working group to standardize the
NVO3 framework to solve new challenges.
A virtual network in a data center is defined as “a virtual L2

or L3 domain that belongs to a tenant [82]”. One distinct charac-
teristic of this virtual network is the Tenant End System (TES)

attached to it. These TESs could be a non-virtualized server, a
physical appliance or most likely a VM instance in today’s data
center. The NVO3 framework uses the overlay network tech-
nologies we have discussed in Section II.C.1, and its aim is to
(1) dynamically provision a tenant virtual network; (2) provide
isolation between tenant virtual networks; (3) enable connec-
tivity between tenant virtual networks and other networks, such
as a customer site network; and (4) gracefully handle VM mo-
bility in a tenant virtual network.
Fig. 13 gives an overview of the NVO3 reference module.

TESs could be attached to a Virtual Network Instance (VNI)
through a Virtual Access Point (VAP), and the VNI could con-
nect to other VNIs or other part of customer network through
an overlay module. The overlay module tunnels traffic and pro-
vides L2 or L3 connectivity between VNIs upon the underlay
L3 network. The collection of VAP, VNI and the overlay module
is called Network Virtualization Edge (NVE). For more details
of NVO3, readers are referred to the NVO3 problem statement
[83], framework [82] and use cases [84].
There are several approaches that can be used to implement

the overlay module in the NVO3 framework. Virtual eXtensible
Local Area Network (VXLAN) [85] is proposed in the wake of
the insufficient VLAN ranges in data center multi-tenant envi-
ronments. A new VXLAN header is added to a L2 packet that is
carried in L3 UDP packets. Instead of introducing new headers,
Network Virtualization using Generic Routing Encapsulation
(NVGRE) [86] leverages the current GRE header to carry a 24
bit Virtual Subnet Identifier, and a L2 packet is encapsulated
as a GRE packet upon a L3 IP packet. Stateless Transport Tun-
nelling Protocol (STT) [87] is another flavor of encapsulation. It
encapsulateis data into a TCP-header-like SST header so that the
NIC, which supports TCP segmentation offload, could segment
the data for better performance. STT also allowsmore flexibility
of defining virtual network meta-data.

F. Research Challenges

1) Control Frameworks: Control frameworks are key to
enable network virtualization. The four control frameworks
under GENI collaborate and compete with each other. We
envision that multiple control frameworks will succeed and
federate (work together) with each other to compose a future
global control framework.
One aspect of such frameworks is resource control, which in-

cludes polling resources, leasing resources to requesters, inter-
acting with other resource control frameworks and acting as a
resource broker. This is crucial to network leasing, as discussed
in Section V.A. Another aspect has to do with enabling resource
initialization, deployment, monitoring, etc.
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If a control framework is not open to the outside world, it
makes the controlling aspects easy while sacrificing the ability
to federate with other frameworks. On the other hand, if a frame-
work is too open, it is flexible yet runs a greater risk of being
abused. Each of the existing control frameworks employs a dif-
ferent philosophy in balancing these tradeoffs.
2) Security: In a virtualized network, security issues can be

broadly classified into three categories. First, some issues are
related directly to similar considerations in virtualized oper-
ating systems. For instance, in operating systems, the hypervisor
should be well secured because it controls, and can potentially
affect, all the VMs. Similarly, in a virtual network environment,
the substrate that controls the different virtual networks should
be protected.Multiple users are accessing the same physical net-
work resources, such as routers. Isolation between the different
virtual networks is essential to maintain the illusion of separa-
tion: if a user in one virtual network is somehow able to detect
the presence of other virtual networks, then the illusion of sep-
aration is broken. On the other hand, isolation can only provide
limited security and privacy with the use of current encryption
techniques. For instance, since there may be a single physical
router, isolation does not eliminate the risks involved when the
router itself is attached.
Another class of security issues include well-known goals

such as confidentiality, integrity and availability. Several solu-
tions, such as authentication and intrusion detection, have been
designed to address such goals and to prevent attacks related to
privacy, non-repudiation and “man-in-the-middle.”
The third type of security vulnerabilities is specific to virtual

networks. These arise when networks are programmable. In the
absence of well-structured policies and rules, programmability
may significantly increase the vulnerability of the network. So
far, security issues that are specific to virtual networks are rel-
atively unaddressed in the field. Specifically, the community
has neither shown that virtual networks are as secure as tradi-
tional networks, nor provided enough security measures to de-
fend them. Hence, we expect this field to become increasingly
important as network virtualization technologies proliferate.

VI. SUMMARY

In this paper, we have conducted a thorough review of net-
work virtualization efforts by both the industry and academic
research groups. By focusing on the main feature of virtualiza-
tion, i.e., resource abstraction, and identifying relevant network
resources our aim has been to provide a unifying perspective
that brings to light the commonalities among a seemingly di-
verse set of approaches. We also discussed a set of research di-
rections and challenges that will arise as network virtualization
becomes the enabler for future Internet architecture research,
deployment, and experimentation.
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