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SUMMARY In this paper, we investigate the blocking char-

acteristics of all-optical WDM (Wavelength-Division Multiplex-

ing) networks under distributed wavelength assignment policies.

For assigning wavelengths in a distributed manner, we consider

two algorithms: random and locally-most-used algorithm. For

a random wavelength assignment policy, we develop new block-

ing models of unidirectional/bidirectional ring networks based on

theM=M=c=c queueing models under uniform/nonuniform traÆc

conditions. These models are shown to be more accurate than the

previous blocking models since our approach considers the large

traÆc correlation among links in ring networks. We also analyze

the blocking performance of the locally-most-used algorithm by

comparing with that of the globally-most-used algorithm in �xed

routing networks. We show that our analysis models match well

with the simulation results in ring and mesh networks. Through

the comparison with the previous centralized/distributed algo-

rithms, it is demonstrated that the distributed locally-most-used

algorithm is computationally eÆcient with good blocking perfor-

mance.

key words: Wavelength-division multiplexing (WDM) network,

wavelength assignment, distributed algorithm, blocking perfor-

mance.

1. Introduction

All-optical WDM (Wavelength-Division Multiplexing)
networking has emerged as a promising technology for
future broadband networks. All-optical transmission
enables data to be transferred from a source to a des-
tination without opto-electric/electro-optic conversion,
which overcomes network bottlenecks while simpli�es
network management. An optical �ber in WDM net-
works can accommodate multiple channels, each of
which operates at a di�erent wavelength and at a high
speed of the order of gigabit per second.

In WDM networks, a call request is accommodated
by a direct optical path (called a lightpath) established
between two communicating nodes. A lightpath may
span along several nodes which have optical switches
[3][4] with a capability of wavelength routing. If each
node does not have a wavelength conversion capabil-
ity, establishing a lightpath may require a wavelength
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which is commonly idle at all links on its routing path.
This requirement is known as a wavelength continu-

ity constraint. There have been considerable researches
on the blocking performance of all-optical WDM net-
works with/without a wavelength conversion capability
[5][6][7]. Usually, a network with a wavelength conver-
sion capability shows a lower call blocking rate than
that without it.

To decrease the call blocking probability, it is very
important to determine how to route a lightpath on a
physical network and how to assign a wavelength. This
is typically known as routing and wavelength assign-

ment (RWA). As the number of wavelengths available
at a link increases, the utilization of a wavelength may
be improved by eÆcient RWA. The RWA problem in
WDM networks has also been extensively studied [1][8]-
[14] by relying on linear programming or heuristic al-
gorithms.

The RWA algorithms are operated in either a cen-
tralized or a distributed manner depending on whether
or not there exists a supervisory node responsible for
maintaining and controlling the global network. For
example, the most-used (MU) algorithm [1] assumes
a centralized control because a supervisory node �nds
out a wavelength being used the most in the network
for setting up a lightpath. In general, a centralized al-
gorithm needs a larger control traÆc overhead because
a supervisory node must always maintain the state in-
formation of whole networks. It also accompanies large
computational complexity to obtain an optimal solution
in controlling a global network. On the other hand, a
distributed algorithm exploits less amount of network
information, but is sub-optimal compared to a central-
ized algorithm. Most of the previous works have fo-
cused on a centralized RWA algorithm and its blocking
performance without considering the inherent compu-
tational overhead.

In this paper, we investigate the performance char-
acteristics of the distributed wavelength assignment
(DWA) algorithms. We assume a circuit-switched net-
work where any source-destination pair can be con-
nected by a single-hop lightpath on a �xed routing path.
As DWA algorithms, we consider a random assignment
algorithm and a locally-most-used (LMU) algorithm in
WDM networks without a wavelength conversion ca-
pability. In the LMU algorithm, a wavelength is as-
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signed that is being used the most on the links which
are connected to the routing node where a call request
is routed.

As a major contribution, we investigate the block-
ing performance of the DWA algorithms by deriving
blocking models under �xed routing in ring and mesh
networks. In particular, under the random wavelength
assignment policy, we present new blocking models of
ring networks based on uniform/nonuniformM=M=c=c
traÆc models [2] which take into account the large traf-
�c correlation among links. We also analyze the block-
ing performance of the LMU algorithm by comparing
with that of the globally-most-used algorithm [1] in
�xed routing networks. By simulation, we compare
the two DWA algorithms with the previous central-
ized/distributed wavelength assignment algorithms in
terms of blocking performance. The comparison shows
that the analytical results closely match the simulation
results.

This paper is organized as follows. We present the
de�nitions for the DWA algorithms in section 2 and an-
alyze the blocking performance in section 3. In section
4, we provide the numerical results on the blocking per-
formance of various centralized/distributed wavelength
assignment algorithms obtained through simulation us-
ing a uniform M=M=c=c traÆc model. Finally, we con-
clude this paper in section 5 .

2. Distributed Wavelength Assignment Algo-

rithms

In this section, we describe the distributed wavelength
assignment (DWA) policies for WDM networks. For
DWA, we consider two kinds of algorithms: the ran-
dom algorithm and the locally-most-used (LMU) algo-
rithm. In the random algorithm, each node can select a
wavelength randomly among available wavelengths and
assigns it to a lightpath originating from the node. This
algorithm has an e�ect of distributing the traÆc load
uniformly to all wavelengths, so that each wavelength
exhibits nearly the same utilization.

The LMU algorithm assigns a wavelength to a
lightpath which is being used the most at a local area.
Given a routing path from a source node to a desti-
nation node, the local area refers to a subnet which
consists of the nodes on the routing path and the �ber
links connected to the nodes. The LMU algorithm has
an e�ect of packing available wavelengths to increase
the eÆciency. Since each node on a routing path main-
tains the information of whether the wavelength is busy
at the �ber links connected to it, the most-used wave-
length at a local area can be determined in a distributed
manner unlike the centralized MU algorithm[1], where
a supervisory node communicates frequently with the
other nodes to maintain and control the global network.

To characterize the LMU algorithm, we de�ne
some terminology.

Notations:

� N : Number of nodes in a network.
� fwi j1 <= i <=Wg : Set of all wavelengths in a network.
� I : Set of wavelengths which are commonly idle on
a routing path before wavelength assignment. That is,
wavelength wi is idle on the routing path for all i 2 I .
� 	g : Number of �ber links in a network.
� 	l : Number of �ber links at a local area.
� �l;i : Utilization of a wavelength wi at a local area.
� hs;d : Physical hop distance of the routing path from
a source node s to a destination node d.

Assume that wm is a locally-most-used wavelength
at a local area consisting of 	l �ber links for m 2 I .
Then, it is obvious that

�l;m = max f�l;i j i 2 Ig: (1)

Considering the fact that a wavelength wi is commonly
idle on a routing path for all i 2 I , wm is also the
most-used wavelength on (	l � hs;d) �ber links.

Before we develop the blocking models in section 3,
we discuss the complexity of the amount of information
needed by the LMU algorithm, which is usually far less
than the centralized algorithm. In order to see that, we
compare the average value of 	l, i.e., �	l, with a value
of 	g, where �	l is computed as follows:

�	l = [(�hs;d + 1) � 2�] � 2 � �hs;d (2)

= 2(�� 1) � �hs;d + 2�

where �hs;d denotes the average physical hop distance
and � denotes an in-degree and an out-degree of a node.
In general, �hs;d depends on a virtual topology as well
as a physical topology in a network. Particularly in
a bidirectional

p
N �

p
N two-dimensional mesh-torus

network, �hs;d is given as follows [15]:

�hs;d =
2 �

p
N �

�
N
4

�
N � 1

: (3)

In this case, by Eqs. (2)-(3),

�	l = O(
p
N): (4)

On the other hand, it is straightforward that

	g =
N � 2�

2
= N�: (5)

Since our algorithm operates by referring to O(
p
N)

�ber links, it requires a lot smaller control traÆc over-
head and computational complexity than those of the
centralized wavelength assignment algorithms.

As an example, Fig. 1 is a bidirectional 5� 5 two-
dimensional mesh-torus network. In this example, a
lightpath is to be set up by assigning a wavelength along
the marked nodes from source node 7 to destination
node 14. The thick �ber lines in Fig. 1 denote the �ber
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Fig. 1 Example of a local area around a routing path in a 5

� 5 bidirectional mesh-torus network.

links belonging to the local area. Since N = 25, � = 4,
and �h = 2:5, it is obvious that 	g = 100 and �	l = 23.
The algorithm looks for a wavelength wm which is used
the most on thick �ber links among fwi j i 2 Ig in Fig.
1 and assigns it to the lightpath.

3. Analysis of Blocking Performance

In this section, we present the analytical blocking
performance of the random and the LMU algorithm.
We �rst apply the random algorithm to unidirec-
tional and bidirectional ring networks under the uni-
form/nonuniform M=M=c=c queueing models. By in-
vestigating the large traÆc correlation among links in
detail in ring networks, we obtain accurate analytical
results. Then we analyze the blocking performance of
the LMU algorithm by comparing with that of the MU
algorithm [1] under a �xed routing policy. In this anal-
ysis, we consider a mesh as well as a ring network.

A. Random Wavelength Assignment Algorithm

We present the call blocking performance of uni-
directional/bidirectional ring networks under a random
wavelength assignment policy by using the M=M=c=c
queueing model. TheM=M=c=cmodel represents a loss
system with a limited number of c service channels. For
this model, we denote the arrival rate and the service
rate at a node k (1 <= k <= N) as �k and �k, respectively.
We call the arrival rate uniform if �k is the same at all
nodes; otherwise we call it non-uniform. In ring net-
works, the state of one link is heavily correlated to that
of another because of very weak connectivity. We in-
vestigate this correlation existing among links in detail,

obtaining an accurate blocking model.
We �rst consider a unidirectional ring network with

a total number of available wavelengths, W . Nodes are
numbered from 1 to N . Let P s;d

b;i denote a probability
that a wavelength wi is already used on at least one link
in its routing path from a node s to a node d. Given a
call request from the node s to node d, the call blocking
probability P s;d

b is given as follows:

P
s;d
b =

WY
i=1

P
s;d
b;i : (6)

For mathematical convenience, we assume d > s. De�n-
ing Ak;i, s <= k <= d � 1, as an event that a wavelength
wi is idle on a link from a node k to k+1, then by the
conditional probability theory,

1� P
s;d
b;i = Pr(As;i) � Pr(As+1;i j As;i) (7)

� � �Pr(Ad�1;i jAs;i; As+1;i; � � � ; Ad�2;i):

In this equation, Pr(As;i) = 1� �� where �� is the average
utilization of a wavelength in the network. We also de-
�ne Bk;i as an event that there exists a lightpath with
a wavelength wi originating from a node k. Then, it is
straightforward that

Pr(Ak;i jAs;i; As+1;i; � � � ; Ak�1;i) =

1� Pr(Bk;i jAs;i; As+1;i; � � � ; Ak�1;i): (8)

The average number of lightpaths originating from a
node k is approximated to �k=�k under the assump-
tion that the blocking probability is much less than 1
as in circuit-switching networks. Similarly, the average
number of lightpaths on a link not originating from a
node k is W ��(�k) where ��(�k) is equal to �� times the

ratio of
P

j 6=k(�j=�j) to
PN

j=1(�j=�j). Since a node k

selects a wavelength among W (1 � ��(�k)) wavelengths
to set up a lightpath accommodating the call request,

Pr(Bk;ijAs;i; As+1;i; � � � ; Ak�1;i)=
�k

�k

1

W (1� ��(�k))
: (9)

By Eqs. (7)-(9),

P
s;d
b;i = 1� (1� ��)

d�1Y
k=s+1

�
1� �k

�k

1

W (1� ��(�k))

�
: (10)

To describe the call blocking probability for any s and
d, we use the following de�nition.

De�nition: R(s; d) is the index set of intermedi-
ate nodes on the routing path from a node s to d. For
example, R(1; 5) denotes f2; 3; 4g and R(5; 3) denotes
f6; 7; � � � ; N; 1; 2g.

Then, by Eqs. (6) and (10),

P
s;d
b =

0
@1�[1� ��]

Y
k2R(s;d)

�
1� �k

�k

1

W (1� ��(�k))

�1A
W

: (11)
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Averaging P
s;d
b for all s and d (6= s), we can get the

average blocking probability,

Pb =

PN
s=1

P
d6=s P

s;d
b

N(N � 1)
: (12)

As a special case, under the uniform traÆc condition,
�k = � and �k = � for 1 <= k <= N . Then by def-
inition, the cardinality of R(s; d), (jR(s; d)j), is equal
to hs;d � 1. Thus, Eqs. (11) and (12) are reduced as
follows, respectively:

Pb(hs;d) =PN�1
hs;d=1

�
1� [1� ��]

h
1� �

�
1

W (1�N�1
N

��)

ihs;d�1�W
N � 1

(13)

Pb =

PN�1
hs;d=1

Pb(hs;d)

N � 1
: (14)

Next, for a bidirectional ring network, we assume
that a lightpath is routed along the shorter path be-
tween a clockwise and a counterclockwise path. To
formulate the routing path, we use the following def-
initions.

De�nitions: R1(s; d) is the index set of intermedi-
ate nodes on the counterclockwise path from a node s
to d. Similarly, R2(s; d) is that on the clockwise path.
For example, R1(3; 7) denotes f4; 5; 6g and R2(3; 7) de-
notes f8; 9; � � � ; N; 1; 2g.

The cardinality of R(s; d) is then given as follows:

jR(s; d)j = minfjR1(s; d)j; jR2(s; d)jg; (15)

from which it is obvious that 0 <= jR(s; d)j <= b(N �
2)=2c. Assuming that a call request at a node k is uni-
formly serviced along either a clockwise or a counter-
clockwise path, the average number of lightpaths orig-
inating from a node k along each directional path is
approximated to �k=2�k. The call blocking probability
thus is given as follows:

P s;d
b =0
@1� [1� ��]

X
k2R(s;d)

�
1� �k

2�k

1

W (1� ��(�k))

�1A
W

; (16)

and the average blocking probability can be computed
in a similar manner as in Eq. (12) under the non-
uniformM=M=c=c queueing model. Under the uniform
traÆc condition, Eqs. (13) and (14) are reduced as
follows, respectively:

Pb(hs;d) =0
@1� [1� ��]

"
1� �

2�

1

W (1� N�1
N

��)

#hs;d�11A
W

(17)

Pb =

8>>><
>>>:

P
[N�2]=2

h
s;d

=1
2�Pb(hs;d) + Pb(N=2)

N�1
; N even number

P
[N�1]=2

h
s;d

=1
2�Pb(hs;d)

N�1
; N odd number:

(18)

B. Distributed LMU Algorithm

In this part, we analyze the blocking performance
of the LMU algorithm by comparing with that of the
MU algorithm under a �xed routing policy. We �rst
assume that wavelength usage on one optical �ber is
statistically independent of that on another and that a
routing path is predetermined regardless of wavelength
utilization. We de�ne Xg;i to be the number of �ber
links with a busy wavelength wi in a global network.
Similarly, we de�ne Xl;i to be the number of �ber links
with a busy wavelength wi at a local area. Assuming
that v is the number of wavelengths commonly idle on
a routing path, the probability distribution function of
Xl;m is given as follows for a locally-most-used wave-
length wm:

PXl;m(n) = Pr(Xl;m <= n)� Pr(Xl;m <= n� 1) (19)

=

vY
i=1

Pr(Xl;i <= n)�
vY
i=1

Pr(Xl;i <= n� 1)

= [f(n)]v � [f(n� 1)]v

where

f(n) =

8<
:
Pn

j=0

�
	l

j

�
��j(1� ��)	l�j ; n >= 0

0; n < 0:
(20)

Then, the average of Xl;m, �Xl;m, is given as

�Xl;m=

	lX
n=0

n � PXl;m(n)=	l � [f(	l)]
v�

	l�1X
n=0

[f(n)]v :(21)

The average utilization ��l;m of a wavelength wm at a
local area with 	l �ber links is thus given as follows:

��l;m =
�Xl;m

	l

= [f(	l)]
v �

P	l�1
n=0 [f(n)]v

	l

: (22)

Since, by assumption, a local area is determined regard-
less of wavelength utilization, ��l;m can be approximated
to the average utilization of a wavelength wm in the
network. The average of Xl;m is thus obtained from 	g

and ��l;m:

�Xg;m � 	g

 
[f(	l)]

v �
P	l�1

n=0 [f(n)]v

	l

!
: (23)

However, a locally-most-used wavelength at the local
area is not always equal to a globally-most-used wave-
length when there exists Xg;i which is larger than �Xg;m

for some i (6= m). The conditional probability that a
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locally-most-used wavelength is not equal to a globally-
most-used wavelength for some v is then given as fol-
lows:

Pr(9 i such that i 6= m andXg;i > �Xg;m jV = v) (24)

= 1� Pr(Xg;i <=
�Xg;m for all i(6= m) j V = v)

= 1�

2
4�Xg;mX
j=0

�
	g

j

�
��j(1� ��)	g�j

3
5
v�1

where V is a random variable denoting the number of
wavelengths commonly idle on a routing path. Since
the probability that a wavelength is commonly idle on
consecutive �hs;d �ber links is (1� ��)

�hs;d ,

Pr(V = v) = PV(v) =

�
W

k

�
pv(1� p)W�v (25)

where

p = (1� ��)
�hs;d : (26)

Consequently, the probability that a locally-most-used
wavelength is not equal to a globally-most-used wave-
length is given as Pd where

Pd = Pr(9 i ; i 6= m andXg;i > �Xg;m) (27)

=

WX
v=2

Pr(9 i ; i 6= m andXg;i > �Xg;m jV = v) � PV(v):

To obtain the analytical blocking performance of the
LMU algorithm, we relate PLMU

b with PMU
b as a func-

tion of Pd where PLMU
b and PMU

b are the blocking
probabilities of the LMU and the MU algorithm, re-
spectively. That is,

PLMU
b = PMU

b � f(Pd) (28)

where f(Pd) is de�ned as a weighting function.
In case Pd = 0, which means that the wavelength

selected by the LMU algorithm is always equal to the
wavelength selected by the MU algorithm, it is obvious
that PLMU

b is the same as PMU
b , i.e.,

PLMU
b = PMU

b � f(Pd = 0) = PMU
b : (29)

Thus,

f(Pd = 0) = 1: (30)

In case Pd = 1, the wavelength selected by the
LMU algorithm is no longer the same as the globally-
most-used wavelength selected by the MU algorithm.
Though the locally-most-used wavelength has been se-
lected to have a packing e�ect of wavelength usage at
a local area, it may not have a global packing e�ect.
Hence, from the aspect of a global network, a locally-
most-used wavelength can be assumed to be close to
a randomly-selected-wavelength when Pd = 1. In that
case, PLMU

b can be approximated to PR
b , i.e.,

PLMU
b = PMU

b � f(Pd = 1) = PR
b (31)

and

f(Pd = 1) =
PR
b

PMU
b

: (32)

Unfortunately, however, it is diÆcult to conjecture
how f(Pd) appears except for the values of Pd = 0 and
1. In this paper, we assume that f(Pd) could be ap-
proximated to a monotonously increasing or decreasing
function of Pd. We show in the next section that this
approximation is quite valid by comparing with the sim-
ulation results. So, instead of getting the exact form of
f(Pd), we simplify f(Pd) to a linear function of Pd us-
ing the end-point values obtained from (30) and (32) as
follows:

f(Pd) = (1� Pd) + PR
b =P

MU
b � Pd: (33)

As a result, the blocking probability of the LMU algo-
rithm is obtained as in the following equation:

PLMU
b = (1� Pd) � PMU

b + Pd � PR
b : (34)

4. Simulation and Performance Comparison

In this section, we compare the blocking performance of
various centralized/distributed wavelength assignment
algorithms. We also verify the accuracy of the analytic
models developed in the previous section by comparing
with simulation results. Throughout the simulation, we
use a uniform M=M=c=c queueing model, where calls
are generated at each node according to the Poisson
process with the same rate �. Each call arrival at a
node is independent of another call, and the call dura-
tion is exponentially distributed with mean 1

�
. When a

call request arrives at a node, it is destined to the other
nodes with an equal probability. More than 106 calls
are generated and statistics are gathered after the net-
work has reached the steady state. The traÆc load per
wavelength per �ber link is given in Erlang as follows:

�

�

N �hs;d
	g W

: (35)

In Fig. 2 and 3, we consider the blocking model
of the random wavelength assignment in unidirec-
tional/bidirectional networks. We compare our block-
ing model with the blocking model presented in [5] and
the Lee's blocking model [17], [18]. The results show
that our model is the most accurate among them. Since
the Lee's model ignores the large link correlation in
ring networks, it results in a higher blocking probabil-
ity compared to the simulation results. The blocking
model in [5] considers the link correlation, but is less
accurate than our models because it assumes that a link
has the same wavelength utilization as another regard-
less of link connectivity. It is noted that the di�erence
between the simulation results and the analytical re-
sults becomes larger as the number of wavelengths in-
creases. This is because the models are represented
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Fig. 2 Comparison of blocking performances versus the num-

ber of wavelengths in a 10-node unidirectional ring network under

the random wavelength assignment algorithm.
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Fig. 3 Comparison of blocking performances versus the num-

ber of wavelengths in a 10-node bidirectional ring network under

the random wavelength assignment algorithm.

by the average utilization of a wavelength raised to
the power of the number of wavelengths. With such
blocking models, it is actually very diÆcult to estimate
the blocking performance correctly when the number
of wavelengths is large because the blocking probabil-
ity becomes very sensitive to the variation of average
utilization of a wavelength.

Next, we compare the LMU algorithm with other
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Fig. 4 Blocking probabilities of various wavelength assign-

ment algorithms versus the number of wavelengths in a 10-node

unidirectional ring network; traÆc load/wavelength/optical �ber

= 0.6 [Erlang].

heuristic wavelength assignment algorithms. For the
comparison, we consider the �rst-�t (FF) and the MU
algorithm. In the FF algorithm, wavelengths are in-
dexed in an ascending order and a wavelength with the
lowest index among available wavelengths is chosen and
assigned [1], [9]. The least-loaded and minimum-sum
algorithms described in [16] can be reduced to the MU
algorithm in case of a single-�ber network. We evalu-
ate the blocking performance with three types of net-
works: a 10-node unidirectional ring network, a 10-node
bidirectional ring network, and a 5 � 5 bidirectional
mesh-torus network. A bidirectional link consists of
two single optical �bers, each of which directs to op-
posite directions. A unidirectional ring network rep-
resents a topology with very weak connectivity, while
a mesh-torus network represents a topology with rela-
tively strong connectivity. For a �xed routing policy [8],
we use the X-Y routing algorithm presented in [9] for a
bidirectional mesh-torus network, and use the general
shortest-path routing algorithm for a bidirectional ring
network.

Fig. 4, 5, and 6 show the analytical results and the
simulation results on the blocking probability versus the
number of wavelengths in three types of networks. We
also plot the blocking probabilities of networks with
wavelength conversion, which show the best blocking
performance. It is observed that the LMU algorithm
has better blocking performance than the random and
the �rst-�t wavelength assignment algorithm. It is also
observed that the algorithm has nearly the same block-
ing performance as the MU algorithm. The blocking
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Fig. 5 Blocking probabilities of various wavelength assign-

ment algorithms versus the number of wavelengths in a 10-node

bidirectional ring network; traÆc load/wavelength/optical �ber

= 0.56 [Erlang].
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Fig. 6 Blocking probabilities of various wavelength assign-

ment algorithms versus the number of wavelengths in a 5�5 node

bidirectional mesh-torus network; traÆc load/wavelength/optical

�ber = 0.625 [Erlang].

performance of the LMU algorithm is conspicuously
better than the FF algorithm in a unidirectional ring
network, but is marginal in a bidirectional mesh-torus
network. Considering the fact that the LMU algorithm
simply exploits the status of wavelength usage in only
two links in a unidirectional ring network, its blocking
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Fig. 7 Blocking probabilities of various wavelength assign-

ment algorithms versus traÆc load in a 10-node unidirectional

ring network; number of wavelengths = 30.

1.E-05

1.E-04

1.E-03

1.E-02

1.E-01

0.40 0.45 0.50 0.55 0.60 0.65 0.70

Traffic load/wavelength/optical fiber [Erlangs]

B
l
o
c
k
i
n
g
 
p
r
o
b
a
b
i
l
i
t
y

Random

First-Fit

Locally Most-Used(simulation)

Locally Most-Used(analysis)

Most-Used

Wavelength Conversion

Fig. 8 Blocking probabilities of various wavelength assign-

ment algorithms versus traÆc load in a 10-node bidirectional ring

network; number of wavelengths = 30.

performance is quite comparable and can be regarded
as satisfactory.

We also plot the blocking probabilities versus traf-
�c load in Fig. 7, 8, and 9. As shown in the �gures, the
MU and LMU algorithms outperform the distributed
FF algorithm in a unidirectional ring network, but show
almost the same blocking performance in a bidirectional
ring and a bidirectional mesh-torus network. In Fig. 7,
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Fig. 9 Blocking probabilities of various wavelength assign-

ment algorithms versus traÆc load in a 5�5 bidirectional mesh-

torus network; number of wavelengths = 30.

the blocking probabilities of the LMU algorithm are
higher than those of the MU algorithm by 5 to 12%,
while the blocking probabilities of the FF algorithm
shows about 32 to 89% increases compared to those of
the MU algorithm. In Fig. 8 and Fig. 9, the average
increase in blocking probabilities becomes smaller com-
pared to those of Fig. 7. In those �gures, the average
increase of the blocking probability in the FF algorithm
is 25% and 6% each, and that of the LMU algorithm is
18% and 3%, which is greatly reduced value compared
to Fig. 7. From these numerical results, it can be seen
that the blocking performance of the distributed LMU
algorithm is better than those of the distributed ran-
dom and the FF wavelength assignment algorithm, but
is slightly worse than that of the centralized MU algo-
rithm. However, considering that the centralized MU
algorithm requires a large amount of information on a
global network to assign a wavelength, the LMU algo-
rithm is more eÆcient in large-size distributed WDM
networks.

We �nally perform simulations to see how the
blocking probability of the LMU algorithm changes de-
pending on the length of lightpaths. We get the results
of the blocking probability versus the number of hops
for all of the mentioned algorithms in Fig. 10. The Fig-
ure shows that the blocking probability of the LMU al-
gorithm is nearly the same as that of the MU algorithm
in all the number of hops. It is consistently observed in
all topologies with the various numbers of wavelengths
and various loads.
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Fig. 10 Blocking probabilities of various wavelength assign-

ment algorithms versus the number of hops in a unidirectional

ring network; traÆc load/wavelength/optical �ber = 0.6 [Erlang],

number of wavelength = 30.

5. Conclusions

In this paper, we investigate the performance of
distributed wavelength assignment algorithms in all-
optical WDM networks. We present new blocking mod-
els of the random wavelength assignment algorithm in
unidirectional/bidirectional ring networks. Our block-
ing models consider the large traÆc correlation in de-
tail among links, and show more accurate results than
the previous blocking models [5], [17]. The analytical
results on the blocking performance of the LMU algo-
rithm also match well with the simulation results in ring
and mesh networks.

In addition, we show that the blocking perfor-
mance of the LMU algorithm is better than those of
the random and the FF algorithm, while it is almost
the same as that of the centralized MU algorithm. The
results indicate that the LMU algorithm can be an ef-
�cient solution for large-size WDM networks in terms
of blocking performance, control traÆc overhead, and
computational complexity.

References

[1] A. Mokhtar and M. Azizo~glu, \Adaptive wavelength rout-

ing in all-optical networks," IEEE/ACM Trans. on Net-

working, vol. 6, no. 2, pp. 197-206, April 1998.

[2] Donald Gross and Carl M. Harris, Fundamentals of Queue-

ing Theory, New York: John Wiley & Sons, 1998.

[3] B. Mukherjee, Optical Communication Networks, New

York: McGraw-Hill, 1997.

[4] R. Ramaswami, Optical Networks: A Practical Perspective,

San Francisco: Morgan Kaufmann Publishers, 1998.



LEE et al: BLOCKINGMODELS OF ALL-OPTICALWDMNETWORKS UNDER DISTRIBUTEDWAVELENGTH ASSIGNMENT POLICIES

9

[5] R. A. Barry and P. A. Humblet, \Models of blocking prob-

ability in all-optical networks with and without wavelength

changers," IEEE JSAC/JLT Special Issue on Optical Net-

works, vol. 14, no. 5, pp. 858-867, June 1996.

[6] A. Birman, \Computing approximate blocking probabili-

ties for a class of all-optical networks," IEEE Journal on

Selected Areas in Comm., vol. 14, no. 5, pp. 852-857, June

1996.

[7] Yuhong Zhu, George N. Rouskas, and Harry G. Perros,

\Blocking in wavelength routing networks, part I: the sin-

gle path case," in Proc. IEEE INFOCOM'99, pp. 321-328,

1999.

[8] S. Subramaniam and R. A. Barry, \Wavelength assignment

in �xed routing WDM networks," in Proc. IEEE ICC'97,

pp. 406-410, 1997.

[9] M. Kova�cevi�c and A. S. Acampora, \Bene�ts of wavelength

translation in all-optical clear channel networks," IEEE

Journal on Selected Areas in Comm., vol. 14, no. 5, pp.

780-799, June 1996.

[10] Imrich Chlamtac and Tao Zhang, \Lightpath (wavelength)

routing in large WDM networks," IEEE Journal on Se-

lected Areas in Comm., vol. 14, no. 5, pp. 909-913, June

1996.

[11] Rajiv Ramaswami and Kumer N. Sivarajan, \Design of

logical topologies for wavelength-routed optical networks,"

IEEE Journal on Selected Areas in Comm., vol. 14, no. 5,

pp. 840-851, June 1996.

[12] Z. Zhang and A. S. Acampora, \A heuristic wavelength

assignment algorithm for multihop WDM networks with

wavelength routing and wavelength re-use," IEEE/ACM

Trans. on Networking, vol. 3, no. 5, pp. 281-288, June 1995.

[13] Rajiv Ramaswami and Kumer N. Sivarajan, \Rout-

ing and wavelength assignment in all-optical networks,"

IEEE/ACM Trans. on Networking, vol. 3, no. 5, pp. 489-

500, Oct. 1995.

[14] Aura Ganz and Xudong Wang, \EÆcient algorithm for

virtual topology design in multihop lightwave networks,"

IEEE/ACM Trans. on Networking, vol. 2, no. 3, pp. 217-

225, June 1994.

[15] D. Banerjee, B. Mukherjee, and S. Ramamurthy, \The

multidimensional torus: analysis of average hop distance

and application as a multihop lightwave network," in Proc.

IEEE ICC'94, 1994.

[16] Ezhan Karasan and Ender Ayanoglu,\E�ects of wavelength

routing and selection algorithms on wavelength conversion

gain in WDM optical networks," IEEE/ACM Trans. on

Networking, vol. 6, no. 2, April 1998.

[17] C. Lee,\Analysis of switching networks," Bell Syst. Tech.

J., vol. 34, pp. 1287-1315, Nov. 1955.

[18] J. Y. Hui, Switching and TraÆc Theory for Integrated

Broadband Networks, Norwell, MA: Kluwer, 1990.

Ssang-Soo Lee received the BS and

MS degree from Seoul National Univer-

sity, Korea, both in Control and Instru-

mentation Engineering in 1988 and 1990,

respectively. In 1990, he joined DTV lab-

oratory of LG Electronics, where he is

working as a senior engineer. Since 1998,

he is also working toward Ph.D degree in

the School of Electrical Engineering at the

same university. His research interests in-

clude all-optical WDM networks, wireless

communication and CDMA.

Chang-Hyung Lee received his BS

and MS degree from Seoul National Uni-

versity, Korea, both in Electrical Engi-

neering, in 1997 and 2000. In 2000,

he joined in the Switching & Transmis-

sion Technology Laboratory, Electronics

and Telecommunications Research Insti-

tute, Taejon, Korea. His research inter-

ests include optical network routing and

optical network survivability.

Seung-Woo Seo received the BS

and MS degree from Seoul National Uni-

versity, Seoul, Korea, both in electrical en-

gineering, in 1997 and 1989, respectively.

He received his Ph.D degree from the

Department of Electrical and Computer

Engineering, the Pennsylvania State Uni-

versity, University Park, in 1993. He

was on the faculty of the Department of

Computer Science and Engineering at the

Pennsylvania State University from 1993

to 1994, and was a member of the research sta� in the Department

of Electrical Engineering at Princeton University, Princeton, New

Jersey. Since 1996, he has been an assistant professor with the

school of Electrical Engineering, Seoul National University, Seoul,

Korea. His Research interests include high speed networks, inter-

connection networks, switching systems, optical communication,

and performance evaluation. He was the recipient of the US. Na-

tional Science Foundation Postdoctoral Fellowship in 1995. He is

a member of the IEEE.


