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The Internet is changing every aspect of our lives—b usiness, entertainment, education, and more. Busine  sses use the
Internet and Web-related technologies to establish Intranets and Extranets that help streamline busine  ss processes and
develop new business models.

Behind all this success is the underlying fabrithaf Internet: the Internet Protocol (IP). IP wasigned to provide best-effort service for delivery
of data packets and to run across virtually anwagk transmission media and system platform. Tleesising popularity of IP has shifted the
paradigm from “IP over everything,” to “everythinger IP.” In order to manage the multitude of apgions such as streaming video, Voice over
IP (VoIP), e-commerce, Enterprise Resource Plan¢ifP), and others, a network requires Qualityef/Be (QoS) in addition to best-effort
service. Different applications have varying nefxislelay, delay variation (jitter), bandwidth, petloss, and availability. These parameters
form the basis of QoS. The IP network should bégaes! to provide the requisite QoS to applications.

For example, Vol P requires very low jitter, a one-way delay in the order of 150 milliseconds and guaranteed bandwidth in the range of 8Kbps ->
64Kbps, dependent on the codec used. In another example, a file transfer application, based on ftp, does not suffer from jitter, while packet loss
will be highly detrimental to the throughput.

To facilitate true end-to-end QoS on an IP-netwthlk, Internet Engineering Task Force (IETF) haineeftwo models: Integrated Services
(IntServ) and Differentiated Services (DiffSerw)t$erv follows the signaled-QoS model, where thileosts signal their QoS needs to the
network, while DiffServ works on the provisioned-®model, where network elements are set up tocgemultiple classes of traffic with
varying QoS requirements. Both models can be drdfea policy base, using the CoPS (Common opeit8lerver) protocol. Cisco I3S
Software supports both the IntServ and DiffServ etedf QoS, along with an optional CoPS-client fiorality.
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IntServ provides for a rich end-to-end QoS solutigsing end-to-end signaling, state-maintenanaeedich RSVP-flow and reservation) and
admission control at each network element. DiffServthe other hand, addresses the clear needl&ively simple and coarse methods of
categorizing traffic into different classes, alstled Class of Service (CoS), and applies QoS patenito those classes. To accomplish this,
packets are first divided into classes by markimgType of Service (ToS) byte in the IP header-#tit-pattern (called the Differentiated
Services Code Point [DSCP]) in the IPv4 ToS Octehe IPv6 Traffic Class Octet is used as showhigures 1, 2, and 3.

Figure 1. IPv4 and IPv6 Headers
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Figure 2. The Original IPv4 ToS Byte
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Figure 3. DiffServ Codepoint Field
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When packets are classified at the edge of thearktwpecific forwarding treatments, formally cdlleer-Hop Behavior (PHB), are applied on
each network element, providing the packet the@mate delay-bound, jitter-bound, bandwidth, &teis combination of packet marking and
well-defined PHBs results in a scalable QoS sotufay any given packet, and any application. Inf®&fv, signaling for QoS is eliminated, and the
number of states required to be kept at each nktelement is drastically reduced, resulting in arse-grained, scalable end-to-end QoS solution.

WHY DO WE NEED DIFFSERV?

IntServ, Its Strengths and Shortcomings

The IETF defined models, IntServ and DiffServ, tave ways of considering the fundamental problemrofviding QoS for a given IP packet.

The IntServ model relies on the Resource Reserv&tiotocol (RSVP) to signal and reserve the despres for each flow in the network. A flow

is defined as an individual, unidirectional dat@am between two applications, and is uniquelytifled by the 5-tuple (source IP address, source
port number, destination IP address, destinatiohmonber, and the transport protocol). Two typleseovice can be requested via RSVP
(assuming all network devices support RSVP aloegtith from the source to the destination). Ttet fipe is a very strict guaranteed service that
provides for firm bounds on end-to-end delay arstigd bandwidth for traffic that conforms to theewed specifications. The second type is a
controlled load service that provides for a bett@n best effort and low delay service under lighinoderate network loads. It is possible (at least
theoretically) to provide the requisite QoS for gvilow in the network, provided it is signaled ngiRSVP and the resources are available.

However, there are several drawbacks to this approa

« Every device along the path of a packet, includiregend systems such as servers and PCs, needuitytzvare of RSVP and capable of
signaling the required QoS.

« Reservations in each device along the path aré¢,"sdfich means they need to be refreshed peridiglichereby adding to the traffic on
the network and increasing the chance that thevatsen may time out if refresh packets are lost.

« Maintaining soft-states in each router, combinethwidmission control at each hop and increased meraquirements to support a large
number of reservations, adds to the complexityaghenetwork node along the path.

« Since state information for each reservation néede maintained at every router along the patabdity with hundreds of thousands
of flows through a network core becomes an issue.

Fortunately, many of these shortcomings have beedied by the introduction of “RSVP Refresh Reiducand Reliable Messaging,”
“RSVP scalability enhancements,” Proxy RSVP andyr@her feature enhancements that make RSVP malaide and deployable.
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On Layer2 QoS Mechanisms

Before the IETF defined IP (Layer3) QoS methods,Ittiernational Union for Telecommunications, Telatunications (ITU-T), the
Asynchronous Transfer Mode (ATM) Forum, and thenkgeRelay Forum (FRF) had already arrived at statsdar perform Layer2 QoS in

ATM and Frame-Relay networks. The ATM standardsnae# very rich QoS infrastructure by supportirgffic contracts, many adjustable QoS
knobs (such as Peak Cell Rate [PCR], Minimum CateRMCR], etc.), signaling and Connection Admissi@ontrol (CAC) [Ref-A].
Alternatively, Frame Relay provides a simpler yet iset of mechanisms to provide for a Committddrimation Rate (CIR), congestion
notification and Frame-Relay Fragmentation (FRF[R&¥-B].

Though these rich QoS mechanisms exist in Layarg&sport technologies, true end-to-end QoS is rtaeaable unless a Layer3 solution is
overlaid. Service providers offering both ATM/FrafRelay and IP services want to provide robust Qa&tiens to customers. Mapping Layer3
QoS to Layer2 QoS is the first step toward achig\drcomplete solution that does not depend on pegific Layer2 technology. Both IntServ
and DiffServ can be implemented over QoS-awaresgraris such as ATM and Frame-Relay. For exampéelrtServ controlled-load service can
implement using RSVP, over an ATM Variable Bit R&eal-Time (VBR-rt) Switched Virtual Circuit (SVC)Vith DiffServ, packets marked with
different ToS-byte values can be sent over diffeAeFiM PVCs or SVCs. For example, high priority fiafmay go over a VBR-nrt VC, and all
other traffic may go over an Available Bit Rate (RBVC, with the VBR VC capable of preempting the RB'C in case of congestion or failure.
Similarly, Frame-Relay Traffic Shaping (FRTS) (slog down the rate of transmission by bufferingrésponse to congestion notification by the
FR switches), FRF.12 (packet fragmentation andleaging on low speed FR links), and other mechmsisan be used to complement IP QoS.

A true end-to-end QoS solution comprises both Layerd Layer2 QoS and is media independent. Inttemuof a Gigabit Ethernet link
somewhere along the path of a packet poses nogunaiol deliver QoS, as the Layer3 QoS is still prestand can even be enhanced by
mapping to the 802.1p (user-priority) QoS mecharosniEthernet (RFC-1349). Cisco I0S QoS focusesatimating exactly this model—
inter-operability/mappings between Layer2 and L8y@oS over IP, ATM, Frame-Relay, Packet over SONEDS), Ethernet, etc.

A Simpler Middle Ground

Since per-flow QoS is difficult to achieve in ardeto-end network without adding significant comptgxcost, and introducing scalability issues, it
naturally leads to thinking about classifying floimgo aggregates (classes), and providing apprep@as for the aggregates. For example, all TCP
flows could be grouped as a single class, and biltk\allocated for the class, rather than for tigividual flows. In addition to classifying traffic
signaling and state maintenance requirements dnregtevork node should be minimized. The IETF realithis, and defined a mechanism to use
the ToS field in the IPv4 header to prioritize patskas shown in Figures 1, 2 and 3. When packetharked with the appropriate priority/IP
precedence bits, any network node along the patthegpacket knows the relative importance (pridetel) of the packet, and can apply
preferential forwarding to packets of higher ptiptevels.

The ToS/IP Precedence Solution

The IPv4 ToS byte in the IP-header as shown inréidus defined in Figure 2. The three precedeiitseabe mainly used to classify packets at the
edge of the network into one of the eight possiblegories listed in Figure 2. Packets of lowecgdence (lower values) can be dropped in favor
of higher precedence when there is congestionr@twaork. Each packet may be marked to receive bhewmlevels of delay, throughput, and
reliability (the DTS bits) in its forwarding (RFCIT). RFC-1349 redefines these three bits, and thedsth bit in the byte as well, for designating
the ToS request for the packet (Figure 2), in aoldito its priority. It may appear that this simglgheme has all the ingredients necessary to suppor
scalable IP QoS in a network. However, this schiagea few crucial limitations/missing components:

« The IP-precedence scheme allows only specificaifarlative priority of a packet. It has no prowiss to specify different drop precedence
for packets of a certain priority. For example gawork administrator may want to specify both HTamRl telnet traffic as high-priority packets.
However, when there is congestion he/she wanttethet packets to be dropped, before the HTTP l{d v@ason may be because HTTP packets
are carrying e-commerce traffic, while the telnathets are carrying user-sessions within the cognfmartheir ERP applications). It is not
possible to do this with the IP-precedence scheme.
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« The 3 bits restrict the number of possible priocdigsses to eight. Further, the network control laternetwork control classes are usually
reserved for router-generated packets such asigpufidates, ICMP messages, etc. This is done teqtrine packets that are necessary for
the health of the network. However, this cuts dalusable classes for production traffic to six.

« IP-precedence and DTS bits (bits 3,4,5—the oridiyya of service subfield) are not implemented cstesitly by network vendors today.
In addition, RFC-1349 redefines the type of sergiabfield, by utilizing bits 3,4,5, and 6, and dhating the DTS concept.

All of the above reduce the chances of successiulpfementing end-to-end QoS using this scheme.

THE SOLUTION

The Differentiated Services Architecture

The IETF completed the Request for Comments (RF€2DiffServ toward the end of 1998. As statedhie DiffServ working group objectives
[Ref-C], “There is a clear need for relatively simpnd coarse methods of providing differentiatedses of service for Internet traffic, to support
various types of applications, and specific busiresjuirements. The differentiated service approaghoviding quality of service in networks
employs a small, well-defined set of building bledkom which a variety of aggregate behaviors mapilt. A small bit-pattern in each packet,
in the IPv4 ToS octet or the IPv6 traffic classebcis used to mark a packet to receive a parti¢éafavarding treatment, or per-hop behavior, at
each network node. A common understanding abouigbend interpretation of this bit-pattern is iegglifor inter-domain use, multi-vendor
interoperability, and consistent reasoning abopeeted aggregate behaviors in a network. Thusytitking group has standardized a common
layout for a six-bit field of both octets, calldtetDS field. RFC 2474 and RFC 2475 define the &chire, and the general use of bits within the
DS field (superseding the IPv4 ToS octet defingiof RFC 1349).”

In order to deliver end-to-end QoS, this architee{iRFC-2475) has two major components—packet markging the IPv4 ToS byte and PHBs.

Packet Marking

Unlike the IP-precedence solution, the ToS bytispletely redefined [Figure3]. Six bits are novediso classify packets. The field is now

called the Differentiated Services (DS) field, witto of the bits unused (RFC-2474). The six bifdaee the three IP-precedence bits, and is
called the Differentiated Services Codepoint (DS@Wth DSCP, in any given node, up to 64 differaggregates/classes can be supported (2°6).
All classification and QoS revolves around the DSCEhe DiffServ model.

Per Hop Behaviors

Now that packets can be marked using the DSCP ,dwowe provide meaningful CoS, and provide the Qe is needed? First, the collection

of packets that have the same DSCP value (alsedcaltodepoint) in them, and crossing in a pasdiadirection is called a Behavior Aggregate
(BA). Packets from multiple applications/sourceslddelong to the same BA. Formally, RFC-2475 dedia PHB as the externally observable
forwarding behavior applied at a DS-compliant ntala DS BA. In more concrete terms, a PHB refetthéopacket scheduling, queuing, policing,
or shaping behavior of a node on any given pacietiging to a BA, and as configured by a Serviceel dgreement (SLA) or policy. To date,
four standard PHBs are available to construct éS@if/-enabled network and achieve coarse-graimatit@end CoS and QoS:

The Default PHB (Defined in RFC-2474)

The default PHB specifies that a packet marked willSCP value (recommended) of ‘000000’ gets thaitional best effort service from a
DS-compliant node (a network node that compliealitthe core DiffServ requirements). Also, if a katarrives at a DS-compliant node and
its DSCP value is not mapped to any of the othadB®Ht will get mapped to the default PHB.
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Class-Selector PHBs (Defined in RFC-2474)

To preserve backward compatibility with the IP-m@ence scheme, DSCP values of the form ‘xxx000gretx is either O or 1, are defined.
These codepoints are called class-selector codmspolnte that the default codepoint is also a etadsctor codepoint (‘000000’). The PHB
associated with a class-selector codepoint isss«dalector PHB. These PHBs retain almost the $amwvarding behavior as nodes that implement
IP-precedence based classification and forwardtng.example, packets with a DSCP value of ‘110¢®'precedence 110) have a preferential
forwarding treatment (scheduling, queuing, etcg@spared to packets with a DSCP value of ‘100Q®precedence 100). These PHBs ensure
that DS-compliant nodes can co-exist with IP-precee aware nodes, with the exception of the DTS bit

Expedited Forwarding PHB (Defined in RFC-2598)

Similar to how RSVP via the IntServ model provid@sa guaranteed bandwidth service, the Expedited/&rding (EF) PHB is the key ingredient
in DiffServ for providing a low-loss, low-latenclgw-jitter, and assured bandwidth service. Applimas such as VolP, video, and online trading
programs require a robust network-treatment. EFbeaimplemented using priority queuing, along wite limiting on the class (formally, a BA).
Although EF PHB when implemented in a DiffServ netkvprovides a premium service, it should be sjpeadlfy targeted toward the most critical
applications, because if congestion exists, ibispossible to treat all or most traffic as higiopty. EF PHB is especially suitable for applicats
(like VolIP) that require very low packet loss, qarateed bandwidth, low delay and low jitter. Theoramended DSCP value for EF is ‘101110’
(RFC-2474).

Assured Forwarding PHB (Defined in RFC-2597)

The rough equivalent of the IntServ controlled Isadvice is the Assured Forwarding PHB (AFxy).dfides a method by which BAs can be given
different forwarding assurances. For example,itraffin be divided into gold, silver, and bronzessés, with gold being allocated 50 percent of the
available link bandwidth, silver 30 percent, andrize 20 percent. The AFxy PHB defines four AFxstas AF1, AF2, AF3, and AF4. Each

class is assigned a certain amount of buffer spadénterface bandwidth, dependent on the SLA thiéhService Provider/policy. Within each
AFx class, it is possible to specify 3 drop precedevalues. If there is congestion in a DS-noda epecific link, and packets of a particular AFx
class (for example AF1) need to be dropped, padkei&xy will be dropped such that the dP(AFx1) dR(AFx2) <= dp(AFx3), where dP(AFxy)
is the probability that packets of the AFxy clash e dropped. The subscript “y” in AFxy denotée tdrop precedence within an AFx class. In
our example, packets in AF13 will get dropped befoackets in AF12, before packets in AF11. Thixephof drop precedence is useful, for
example, to penalize flows within a BA that excéegl assigned bandwidth. Packets of these flowsldoeilre-marked by a policer to a higher
drop precedence. Table 1 shows the DSCP valuesatdr class and drop precedence. AFx class cambgéedeby the DSCP ‘xyzab0,” where

‘xyz’ is 001/010/011/100, and ‘ab’ represents thepdprecedence bits (RFC-2597).

Table 1.  DiffServ AF Codepoint Table

DROP Precedence Class #1 Class #2 Class #3 Class #4
Low Drop Precedence (AF11) (AF21) (AF31) (AF41)
001010 010010 011010 100010
Medium Drop Precedence (AF12) (AF22) (AF32) (AF42)
001100 010100 011100 100100
High Drop Precedence (AF13) (AF23) (AF33) (AF43)
001110 010110 011110 100110
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Baking the DiffServ Pie

Baking the perfect pie requires both the best idigras, as well as a great recipe. The DiffSery (iee DS-region) is composed of one or more
DS-domains, possibly under multiple administrativghorities. Each DS-domain is prepared by usiegd8CP and the different PHBs. The
secret to the whole recipe is the SLA or policy.

Figure 4 gives a pictorial overview of this endetiod architecture. For true QoS, the entire IP gaha packet travels must be DiffServ enabled.
An example service policy—EF gets 10 percent, gOlgdrcent, silver 30 percent, bronze 10 percetbast effort traffic (default class/PHB)
the remaining 10 percent of the bandwidth. Goldesj and bronze could be mapped to AF classes AF2, and AF3 for example. This can be
enforced in any part of the cloud, including eneetal.

Figure 4. DiffServ Architecture
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A DS-domain is made up of DS ingress nodes, DSiortaodes (in the core), and DS egress nodesngiess or egress node might be a DS
boundary node, connecting two DS domains togetharctionally, all DS ingress and egress nodes earategorized as a boundary nodes,
since they act as a demarcation point between 8ed@nain and the non-DS-aware (L2-LAN, etc.) nelwor

Typically, the DS boundary node performs traffiadiioning. A traffic conditioner typically class#s the incoming packets into pre-defined
aggregates, meters them to determine complianteffic parameters (and determines if the packat fmofile, or out of profile), marks them
appropriately by writing/re-writing the DSCP, artthpes (buffers to achieve a target flow rate) opdithe packet in case of congestion. Figure 5
illustrates the typical traffic conditioner at tedge of a DS-domain. A DS Internal node enforcesafipropriate PHB by employing policing or
shaping techniques, and sometimes re-marking optafife packets, depending on the policy or théSL
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Figure 5. DiffServ Traffic Conditioner Block (TCB)
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DIFFSERV IN CISCO 10S SOFTWARE TODAY

The Mechanisms

Today, the DiffServ model only defines the usehaf DPSCP and the four PHBs. The PHBs describe theafding behavior of a DS-compliant
node. The model does not specify how these PHBshmagmplemented. A variety of queuing, policing,terang, and shaping techniques may
be used to affect the desired traffic conditionamgl PHB.

The Modular QoS CLI

The Modular QoS CLI (MQC) is a provisioning mectsmiin Cisco I0S Software, which allows for sepamaif packet classification (class-
maps), from policies (policy-maps) applied on tledired classes, from the application of those pedion interfaces and sub-interfaces
(service-policy) [Ref-D]. The MQC forms the basis provisioning DiffServ, and all the QoS mecharssame part of the class-maps
(classification), or policy-maps (policing, shapjrmmieuing, congestion avoidance, packet markinget2aCoS marking, etc.).

Packets entering a DiffServ Domain (DS-Domain) bammetered, marked, shaped, or policed to impletnaffic policies (as defined by the
administrative authority). In Cisco I0S Softwarkassifying and marking is done using the MQC'’s slasmps. Metering is done using a token
bucket algorithm, shaping is done using Class-basaffic Shaping (CBTS), or Class-based Frame Re&layfic Shaping (CB-FRTS), and policing
is done using class-based policing. On the valdeséde, Cisco also provides for the class-based astagement information base (CBQoSMIB),
where statistics for each class (regardless of estiun) can be gathered for management purposbke Zdists the operators for traffic
classification and QoS policy actions.
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Table 2.  Operators for Traffic Classification and QoS Policy Actions

Match Conditions Keyword: Class-Map Policy Actions Keyword: Policy-Map

Classification Pre-Queuing Queuing and Scheduling P ost-Queuing

Classify Traffic Immediate Actions Congestion Management Link Efficiency Mechanisms

and Avoidance

Match one or more attributes (partial list): * Mark (set QoS values) * Queue-limit ¢ Compress header

* Access Control List (ACL) * Police * Random-detect * Fragment

* COS * Drop * Bandwidth ¢ (link fragmentation and

» Differentiated Services Code Point e Count * Fair-queue interleaving, Layer 2)
(DSCP) ¢ Estimate bandwidth * Priority

* Input-interface « Shape

* Media Access Control (MAC) address
* Packet length

* Precedence

* Protocol

* VLAN

Basic Traffic Conditioning Mechanisms
Looking at the basic traffic conditioning mechanésim detail:

Policing

The simplest concept in traffic conditioning (andoroviding PHB for AF classes in the core of a @#8nrain), packets are metered, and different
actions are taken, depending if the packet in dquresbnforms, violates, or exceeds the configurestage-rate, committed Burst (Bc), or excess
Burst (Be) [Ref-E]. A packet can be transmittedypgred, or remarked with a different DSCP value (imgt into a lower AF class, or changing
its drop precedence value), depending on the corgdypolicy.

Shaping

Sometimes, it is better to buffer packets instefadtapping them in the case of congestion—especfallyJDP-based applications. This can be
done by configuring an average-rate, Bc and Be. év@w the biggest difference between policing drapsg is that packets are buffered in case
of congestion in shaping. CB-FRTS can also be eyegloto have the traffic slow down when there isgastion reported by the frame-relay
switch.

Per Hop Behaviors

As the packet leaves the Ingress router, and eintershe network core, PHBs are enforced, dependimthe packet marking, with the appropriate
DSCP. In Cisco I0S Software, EF can be implemens#ag Low Latency Queuing (LLQ). AFxy PHBs can bwlemented using a combination of
Class Based Weighted Fair Queuing (CBWFQ) [RefaBfl Weighted Random Early Detect (WRED) [Ref-F].

LLQ for the EF PHB

Delay sensitive traffic, such as VolP, needs tgiben strict priority all along the packet pathrfois to occur, LLQ can be used at each hop. To
ensure that excess voice traffic does not intesfétie traffic of other classes, this priority queisgoliced (for more information, please see secti
on policing above).
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CBWFQ and WRED for the AF PHB

CBWEFQ using the MQC allows you to carve out bandiw@mong the various classes defined. Bandwidth Imeagllocated to each class on an
absolute basis (specified in Kbps), or as a peagentf the [sub] interface bandwidth (to which thadicy will be applied). Within an AF class,
packets can be dropped based on the drop precesemame using WRED.

Policer AF PHB

The policing, as described in the section abowve beaused to implement the PHB in the core as \Eekn if packets of a class are policed at the
edge of a network, the core will have many streafissparticular class merging from its numerousitripterfaces, and will need to police the class
further (at a higher aggregate rate).

In implementing DiffServ using Cisco I0S Softwacgss maps are defined and the policy maps aréedreaing the defined class maps. Finally,
apply the policy on the desired interface (or suiesiface) in either the incoming or outgoing direct

The class maps are used to classify packets ird@omore BAs. For example, the following classey ilme defined on a DS-node:
cl ass-map Vol P- EF

<< Match all Vol P packets >>
cl ass-nmap Gol d- AF1

<< Match packets with DSCP val ue 001010 or 001100 or 001110 >>
class-map Silver-AF2

<< Match all traffic that is HITP, and Citrix (using NBAR*) >>
cl ass-map Bronze- AF3

<< Match all traffic that is FTP >>
cl ass-nap Best Ef fort-AF4

<< Match all other traffic, other than ones above >>

Note: Network Based Application Recognition (NBAR), isodimer powerful method in Cisco IOS Software to iifgriraffic streams that
use variable TCP/UDP ports—such as in Citrix.

In the policy map, mechanisms such as WRED, pdidiraffic shaping, LLQ (LLQ for traffic such as \R) can be specified for each class.
Also, on Cisco 7500 Series Routers, VIP-basedidigtd policing, LLQ, shaping and WRED are avaitetu offload these algorithms from
the main processor, and achieve high-end scalabilitese mechanisms enable traffic conditionintpatedge of a DS-domain, or PHBs in a
DS internal node. For example, the following polingy be defined on the classes defined above:

Policy-map DiffServ-Premium-and-Olympic-Policy
cl ass-map VA P- EF

<<Strict Priority Queuing up to 128Kbps >>

cl ass-map CGol d- AF1

<< Policing with excess traffic re-marked with DSCP AF13 and violate traffic dropped, and 50
percent of the avail able bandw dth all ocated >>

class-map Silver-AF2

<< Policing with excess traffic re-marked with DSCP AF23 and violate traffic dropped, and 25
percent of the avail able bandw dth all ocated >>

cl ass-map Bronze- AF3

<< Policing with excess traffic re-marked with DSCP AF33 and violate traffic dropped, and 10
percent of the avail able bandw dth all ocated >>
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cl ass-nmap Best Ef fort - AF4
<< Bandwi dth avail abl e after servicing classes EF through AF3 >>

Note: The policer behavior above is compliant with RF@25Traffic that is within the token bucket paraeréBc in an interval, is within
the configured access rate, traffic between BcBamés excess traffic, and traffic that is more tiBan+ Be is violate traffic that will be dropped.

Finally, the policy can be applied on an interfacsub-interface, or on an incoming or outgoingsdsor example:

Interface Seriall
Servi ce-policy output DiffServ-Prem um and-Qd ynpic-Policy

Cisco I0S Software—Value Added Services

In addition to providing all the core DiffServ fuimnality, Cisco IOS Software makes it possiblelédine arbitrary DSCP values (local use) and
associate almost any kind of policy with them. Ewample, HTTP flows between subnet A and B mayabegorized into a BA with a DSCP value
of “100011” and provided 100 Kbps of bandwidth @neend. The IETF has divided the possible 64 DS@lBes into three pools (RFC-2598) as
show in the Table 3.

Table 3. The DSCP Pools

Pool Codepoint Space Assignment Policy
1 XXXXXO0 Standards Action
(EF, AFxy, Default, Class-Selector Codepoints)
2 XXXX11 Experimental/Local Usage
3 XXXX01 Experimental/Local Usage/Future Standards

Note: Any value from pool #1, #2, or #3 can be used. Btackan be classified and marked using the exiffifgrecedence technique.

ENABLING SERVICES WITH CISCO 10S DIFFSERV

A service model applicable to typical modern netwowith a combination of delay-sensitive (VolP lssa@e apps, etc.), bandwidth-sensitive
(TCP, FTP, HTTP, H.323 video, etc.), and loss-semes{TCP, UDP, etc.) traffic is the premium + olgim model. The olympic model, as the name
implies, divides traffic into gold, silver, and Imze classes with the gold class being more impbttem the silver, than the bronze class. A variety
of techniques (as described previously) can be tsedplement this policy. Combined with best-effservice, this model can be conveniently
called the olympic+ model.

NEW WORLD OPPORTUNITIES

Enterprises that deploy DiffServ are able to bernefmendously by being able to deploy QoS quiekig easily in the network. Business critical
and multimedia applications can be prioritized appiately. The IP network can be transformed frobest-effort framework to a rich DiffServ
region.

Service Providers offering a combination of QoS ®iRiN services stand to profit and gain the competiédge. Cisco is committed to providing
a tight integration between DiffServ and Multi Rrool Label Switching (MPLS), and enabling diffeliated services over an MPLS cloud. Many
MPLS-DiffServ features are already available, aratewill be available soon. [Ref-G].
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Today

Cisco 10S Software allows IntServ and DiffServ teexist as two models for end-to-end QoS as shoviigure 6. The DiffServ domain passes

the reservation requests transparently, while piiagi policy-based PHBs through it. The devicesidetsf the DS-domain reserve bandwidth
using RSVP.

Figure 6. IntServ Over DiffServ Today

IntServ/RSVP
c2c

2
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DiffServ Issues—The Challenges

DiffServ enables scalable and coarse-grained Qasighout the network and has some drawbacks. Séthe ehallenges for tomorrow and

opportunities for enhancements and simplificatib@oS delivery in an Internetwork are:

Provisioning—Unlike RSVP/IntServ, DiffServ needs to be provigdnSetting up the various classes throughout ¢h&ark requires

knowledge of the applications and traffic statsfior aggregates of traffic on the network. Thisgass of application discovery and profiling can
be time-consuming, although tools such as NBARiaafibn discovery, protocol analyzers, and Remotaitbring (RMON) probes can make
these activities easier.

Billing and Monitoring—Management is still a big issue. Even though padget, bytes/sec, and many other counters arebiilia the
class-based Management Information Base (MIB)ingiland monitoring are still difficult issues. Fexample, it may not be sufficient to prove
to a customer that 9 million VolP packets got tikeFHB treatment at all times, since it is possibl the qualitative nature of the calls that the
customer made were very poor.

Loss of Granularity—Even though QoS assurances are being made at®lelel, it may be necessary to drill down toflhe-level to

provide the requisite QoS. For example, althougaTP traffic may have been classified as gold] arbandwidth of 100Mbps assigned to it,
there is no inherent mechanism to ensure thatgesflow does not use up that allocated bandwildtis.also not easy (although not impossible)
to ensure that the manufacturing department HTafidrgets priority before the HTTP traffic of ahetr department. The MQC allows you to
define hierarchical policies to accomplish thiswéwer, it is able to control things at a flow/gréardevel.

QoS and Routing—One of the biggest drawbacks of both the IntSed/RiffServ models is the fact that signaling/praergng happens
separately from the routing process. There mayt exigth (other than the non-default Interior GatgWwrotocol [IGP], such as OSPF, ISIS,
EIGRP, and so on or Exterior Gateway Protocol [EGRth as BGP-4, path) in the network that hasdfeired resources, even when
RSVP/DiffServ fails to find the resources. Thisvisere Traffic Engineering (TE) and MPLS come intovice. True QoS, with maximum
network utilization, will arrive with the combinat of traditional QoS and routing.
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Cisco I0S Software also supports full RSVP aggiegatllowing reservation through a DS-domain arapping of the reservation to a DSCP
and PHB. The reservations will be “fat pipes” thaange very slowly. This aggregated reservatiomomrees the problems of maintaining
thousands of RSVP soft states in the routers amfldbding of refresh messages as shown in Figure 7

Figure 7. IntServ Over DiffServ

RSVP Aggregation
with DiffServ

IntServ/RSVP
c2c

RSVP Aggregation:

« For large scale deployment in the core where tapolware admission control is required inside thre c
« Multiple reservations aggregated into a single aggte reservation

« Aggregate reservation is fat, adjusts slowly

« Reduced states and reduced signaling in core

« Aggregate reservation mapped to a DSCP/PHB

© 2006 Cisco Systems, Inc. All rights reserved.
Important notices, privacy statements, and trademarks of Cisco Systems, Inc. can be found on cisco.com.
Page 14 of 19



CONCLUSION
For seamless QoS, with complete management, poowigj, and signaling support, the entire networldseto be an efficient ecosystem.
Applications, hosts, switches, routers, and otlegwark entities need to all be aware of the conoéoS, at various levels.
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For additional details and information on DiffSemd Cisco IOS QoS, please refer to the following:

* NBAR is a very powerful method to classify a vayief application traffic; Network-Based Applicatidgtecognition:
http://www.cisco.com/en/US/products/sw/iosswrel@33/products_feature_guide09186a00804aedb8.html

¢ QoS Policy Propagation via BGP (QPPB) is anotheghmgue that can classify packets based on the comitynstring, AS-Path, or IP ACL
in a BGP environment. Packets can be associatéddifferent precedence/DSCP values; QoS Policy &yafion via BGP:

http://www.cisco.com/en/US/products/sw/iosswrel@&/products_feature guide09186a00800f4898.html
¢ Cisco I0S MPLS-QoS
— Multiprotocol Label Switchinghttp://www.cisco.com/go/mpls

— MPLS Class of Service Enhancements:

http://www.cisco.com/en/US/products/sw/iosswrel@®4/products_feature_guide09186a0080080410.html
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http://www.mfaforum.org/
http://www.mfaforum.org/

For additional details and information on DiffSemd Cisco I0S QoS, please refer to the following:

¢ RSVP Scalability Enhancementgtp://www.cisco.com/en/US/products/ps6350/produsisfiguration_guide_chapter09186a0080455a01.html

* RSVP Refresh Reduction and Reliable Messaging:
http://www.cisco.com/en/US/products/ps6350/produmsfiguration_guide_chapter09186a00804559ff.html

* RSVP Local Policy Supportittp://www.cisco.com/en/US/products/ps6350/produttafiguration_guide_chapter09186a00804559fa.html

CONTACT INFORMATION
Additional information about Cisco I0S QoS techrylaan be found dtttp://www.cisco.conor by contacting your local Cisco representative.

DIFFSERV GLOSSARY

Table 4. DiffServ Glossary

Abbreviatio Description

n

ABR Available Bit Rate

AF Assured Forwarding

ATM Asynchronous Transfer Mode

BA Behavior Aggregate

Bc committed Burst

Be excess Burst

BGP Border Gateway Protocol

CAC Connection Admission Control
CAR Committed Access Rate

CBWFQ Class Based Weighted Fair Queuing
CIR Committed Information Rate
CoPS Common Open Policy Server
CoS Classification on Flows

DiffServ Differentiated Services

DS Differentiated Services

DSCP Differentiated Services Code Point
DTR Data Terminal Ready

EF Expedited Forwarding

EGP Exterior Gateway Protocol

EIGRP Interior Gateway Routing Protocol
ERP Enterprise Resource Planning
FRF Frame-Relay Forum

FRTS Frame Relay Traffic Shaping
FRTS Frame-Relay Traffic Shaping

FTP File Transfer Protocol

GTS Generic Traffic Shaping

IEFT Internet Engineering Task Force
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Abbreviatio Description

n

IGP Interior Gateway Protocol

IntServ Integrated Services

P Internet Protocol

IS-IS Intermediate System-to-Intermediate System

ITU-T International Union for Telecommunications,
Telecommunications

LAN Local Area Network

LLQ Low Latency Queuing

MCR Minimum Cell Rate

MIB Management Information Base

MPLS Multi Protocol Label Switching

MQC Modular QoS CLI

OSPF Open Shortest Path First

PCR Peak Cell Rate

PHB Per-Hop Behavior

QoS Quality of Service

RFCs Request for Comments

RMON Remote Monitoring

RSVP Resource Reservation Protocol

SLA Service Level Agreement

SvC Switched Virtual Circuit

TCP Transfer Control Protocol

ToS Type of Service

UDP User Datagram Protocol

VBR-1t Variable Bit Rate, Real-Time

VolP Voice over IP

WRED Weighted Randomly Early Detected
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