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ABSTRACT

With the advent of WDM technology, IP
backbone carriers are now connecting core
routers directly over point-to-point WDM links
(IP over WDM). Recent advances and stan-
dardization in optical control plane technolo-
gies like GMPLS have substantially increased
the intelligence of the optical layer and shown
promise toward making dynamic provisioning
and restoration of optical layer circuits a basic
capability to be leveraged by upper network
layers. In light of this, an architecture where a
reconfigurable optical backbone (IP over OTN)
consisting of SONET/SDH crossconnects/
switches interconnected via DWDM links pro-
vides connectivity among IP routers is an
emerging alternative. As carriers evolve their
networks to meet the continued growth of data
traffic in the Internet, they have to make a fun-
damental choice between the above architec-
tural alternatives. In the current business
environment, this decision is likely to be guid-
ed by network cost and scalability concerns. A
reconfigurable optical backbone provides a
flexible transport infrastructure that eases
many operational hurdles, such as fast provi-
sioning, robust restoration, and disaster recov-
ery. It can also be shared with other service
networks such as ATM, frame relay, and
SONET/SDH. From that perspective, an agile
transport infrastructure is definitely the archi-
tecture of choice. The IP-over-OTN solution is
also more scalable since the core of the net-
work in this architecture is based on more scal-
able optical switches rather than IP routers.
But what about cost? Since the IP-over-OTN
solution introduces a new network element, the
optical switch, is it more expensive? In this
article we address that question by comparing
IP-over-WDM and IP-over-OTN architectures
from an economic standpoint using real-life
network data. We show that contrary to com-
mon wisdom, IP over OTN can lead to sub-
stantial reduction in capital expenditure
through reduction of expensive transit IP
router ports. The savings increases rapidly with
the number of nodes in the network and traffic

demand between nodes. The economies of
scale for the IP-over-OTN backbone increase
substantially when we move traffic restoration
from the IP layer to the optical layer. We also
compare the two architectures from the per-
spective of scalability, flexibility, and robust-
ness. Our observations make a strong case in
favor of a switched optical backbone for build-
ing scalable IP networks.

INTRODUCTION

With IP traffic continuing to grow at a healthy
rate [1, 2], scalability of IP backbones is one
important problem, if not the most important,
facing service providers today. Historically, IP
backbones have consisted of core routers inter-
connected in a mesh topology over asynchronous
transfer mode (ATM) or synchronous optical
network/synchronous digital hierarchy (SONET/
SDH) links. With the advent of wavelength-divi-
sion multiplexing (WDM) technology, service
providers are now connecting core routers direct-
ly over point-to-point WDM links. This architec-
ture, referred to as IP over WDM, is illustrated
in Fig. 1a. In this figure we show an IP traffic
flow from point of presence (PoP) 1 to PoP 4
passing through PoP 2 as an intermediate PoP.
Note that transit traffic at PoP 2 (for this IP
flow) uses IP router ports. In IP over WDM, tra-
ditional transport functions such as switching,
grooming, configuration, and restoration are
eliminated from the SONET/SDH layer. These
functions are moved to the IP layer and accom-
plished by protocols like multiprotocol label
switching (MPLS) [3].

In an alternative approach, referred to as IP
over optical transport network (OTN), routers
are connected through a reconfigurable optical
backbone, or OTN, consisting of SONET/SDH
optical cross-connects (OXCs) interconnected in
a mesh topology using WDM links. The core
optical backbone consisting of such OXCs takes
over the functions of switching, grooming, and
restoration at the optical layer. IP over OTN is
illustrated in Fig. 1b. The IP traffic flow (as
shown for IP over WDM) from PoP 1 to PoP 4
is carried on an optical layer circuit from PoP 1
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M Figure 1. Alternative architectures for interconnecting IP routers: a) IP over WDM; b) IP over OTN.

to PoP 4. Note that in this case, the transit traf-
fic at PoP 2 (for this IP flow) uses OXC ports
that are typically a third as expensive as IP
router ports. This bypass of router ports for transit
traffic is the basis for the huge economies of
scale reaped by interconnecting IP routers over
an optical backbone in IP over OTN. We often
use the term lightpath to refer to an optical layer
circuit in IP over OTN.

While IP over WDM is very popular with
service providers, it raises a number of issues
about scalability and economic feasibility.
Specifically, the ability of router technology to
scale to port counts consistent with multiter-
abit capacities without compromising perfor-
mance, reliability, restoration speed, and
software stability is questionable [4]. Also,
according to [5], IP routers are 200 times less
reliable than traditional carrier-grade switches
and average 1219 min of downtime per year. In
the following paragraphs, we discuss some of
the shortcomings of IP-over-WDM architecture
and present the alternatives offered by an IP-
over-OTN solution.

Scalability: IP routers are difficult to scale.
The largest routers commercially available have
16-32 OC-192 (10 Gb/s) ports. Compare that
with OXCs, which can easily support 128-256
10 Gb/s ports. The scalability of a backbone
that consists of IP routers connected directly
over WDM links depends directly on the scala-
bility of the IP routers. An alternative architec-
ture where OXCs interconnected via WDM
links forms the core with IP routers feeding
into the optical switches is clearly a more scal-
able solution.

Resiliency: In traditional IP backbones, core
routers were connected over SONET/SDH links.
SONET/SDH provides fast restoration, which
masks failures at the transport layer from the IP
layer. In IP over WDM, failures at the physical
and transport layers are handled at the IP layer.

For example, if there is a fiber cut or an optical
amplifier failure, a number of router-to-router
links may be affected at the same time, trigger-
ing restoration at the IP layer. Traditional IP
layer restoration is performed through IP rerout-
ing, which is slow and can cause instability in the
network. MPLS-based restoration, a relatively
new addition to IP, can be fast, but has its own
scalability issues. In IP over OTN, the transport
layer can provide the restoration services, mak-
ing the IP backbone much more resilient.

Flexibility: One of the problems with IP-over-
WDM architecture is that the transport layer is
very static. Given that IP traffic is difficult to
measure and traffic patterns can change often
and significantly, this lack of flexibility forces
network planners to be conservative and provi-
sion based on peak IP traffic assumptions. Con-
sequently, IP backbones are underutilized and
often cost more than they should. Lack of flexi-
bility at the transport layer is also an impedi-
ment to disaster recovery after a large failure. IP
over OTN alleviates this problem and provides
fast and easy provisioning at the transport layer.
This obviates worst case network engineering
based on peak IP traffic assumptions and allows
variations in traffic patterns to be handled effec-
tively through just-in-time reconfiguration of the
switched optical backbone.

Degree of Connectivity: An OXC or IP router
in a typical central office (CO)/PoP has a small
adjacency; it is connected to two, sometimes
three, and rarely four other COs/PoPs. Because
of this, it is not possible to connect IP routers
with a high degree of connectivity in IP over
WDM. On the other hand, because of the recon-
figurable optical backbone in IP over OTN, a
router can set up a logical adjacency with any
other router by establishing a lightpath between
them through the optical backbone. Hence, it is
possible to interconnect routers in an arbitrary
(logical) mesh topology in IP over OTN.
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M Figure 2. PoP architectures for a) IP over WDM and b) IP over OTN.

The arguments presented above highlight
the advantages of IP-over-OTN architecture in
terms of scalability, resiliency, flexibility, and
degree of connectivity. The lingering question,
however, is cost. IP over OTN introduces a
new network element into the equation: the
OXC. Does the cost of deploying the OXC
into the network outweigh the potential bene-
fits it brings? In the rest of the article we
address this question using real-life network
data representative of IP backbones operated
by leading service providers. We show that
contrary to the common wisdom, IP-over-OTN
architecture can lead to a significant decrease
in network cost through reduction of expensive
transit IP router ports. The savings increase
rapidly with the number of nodes in the net-
work and traffic demand between nodes. The
economies of scale for the IP-over-OTN back-
bone increase substantially when we move the
restoration function from the IP layer to the
optical layer.

Note that in IP-over-OTN architecture, the
OXC backbone could have different switching
granularity (e.g., STS-1, STS-3, or STS-48).
Given that the current level of traffic in IP
carrier backbones is at sub-STS-48 (less than
2.5 Gb/s) levels between PoP pairs, a lower-
granularity switch provides the flexibility of
grooming at the optical layer (vs. at the IP
layer) and increases utilization of the OXC
backbone. For the results presented in this
article, we have assumed an STS-48 switched
optical backbone for IP over OTN; this
requires efficient packing of IP flows onto 2.5
Gb/s optical layer circuits (as discussed later).
Our assumption of a wavelength switched
backbone leads to conservative estimates of
network cost savings with IP over OTN. The
savings will increase when sub-STS-48 groom-
ing functionality is provided by the optical
layer (e.g., STS-1 switched backbone).

The rest of this article is organized as follows.
We provide an overview of the network architec-
ture, including PoP configuration and restora-
tion options at IP and optical layers. We briefly
describe the routing methodology (algorithms)
used for the results reported here. We outline
the network topology/traffic and equipment pric-
ing model used. We then discuss the network
cost savings with IP over OTN. We also investi-

gate the impact of a high degree of IP layer
adjacency in IP over OTN on routing protocols
such as Open Shortest Path First (OSPF). Final-
ly, we conclude the article.

NETWORK ARCHITECTURE

As mentioned before, an IP backbone consists
of core routers interconnected in a mesh topol-
ogy. Typically, a router is connected to its
immediate neighbors. Sometimes express links
are established between routers that are not
physical neighbors, but exchange large vol-
umes of traffic. For an express link, WDM ter-
minals at each intermediate node are
connected in a glass-through fashion without
using IP router ports. An architecture where
all IP layer links are express links was consid-
ered in [6]. In this section we discuss how the
routers are interconnected in [P-over-WDM
and IP-over-OTN architectures. We also pre-
sent different alternatives for restoration in
the two architectures.

PoP CONFIGURATION

Figure 2 shows the PoP configuration in the
two different architectures. Notice that in both
architectures routers are configured in a simi-
lar fashion. The routers to the left, called
access routers, connect to the client devices,
and the routers to the right, called core routers,
connect to the transport systems. There may be
more than two access routers in a PoP depend-
ing on traffic volume, traffic mix, and capacity
of the routers. Most PoPs use two core routers
to protect against router failures. It may be
necessary to add more routers as traffic volume
increases. In IP over WDM, the core routers
are connected directly to the WDM systems,
which connect them to neighboring PoPs. In IP
over OTN, the core routers are connected to
the OXCs, which in turn are connected to the
WDM systems.

A client device attached to this PoP sends
(and receives) 50 percent of its traffic to (from)
one access router and 50 percent to (from) the
other, in a load-balanced fashion. Also, the
intra-PoP links connecting the access and core
routers are at most 50 percent utilized. This
allows either of the access routers to carry the
entire traffic when the other goes down. A simi-
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lar load-balancing strategy could be applied to
all transit and add/drop traffic that flows
through the core routers. When the core or
access routers run out of port capacity, the
entire quad configuration at a PoP needs to be
replicated in order for the PoP to handle addi-
tional traffic.

TRAFFIC RESTORATION

Restoration of service after a failure is an impor-
tant consideration in carrier networks. In this
section, we outline the various restoration
options available in the two architectures. In IP
over WDM, restoration occurs in IP layer. IP
over OTN allows the flexibility of optical layer
and/or IP layer restoration.

Restoration in IP over WDM — IP-over-
WDM architecture allows two different restora-
tion options: vanilla IP rerouting and
MPLS-based restoration. IP rerouting is the typi-
cal mode of operation in most carrier networks
today. Some service providers are exploring
MPLS-based restoration in order to address
some of the problems with IP rerouting.

Vanilla IP restoration: In the event of a
link or node failure, routing tables change
automatically to reroute around the failure.
Under normal circumstances, traffic is sent
along shortest paths through next-hop for-
warding tables at each router. In order to
accommodate restoration traffic on a link,
bandwidth is overprovisioned on every link
with link (router interface) utilization typically
between 30 and 50 percent. One of the prob-
lems with restoration using IP rerouting is that
it takes a long time (sometimes 15 minutes
[5]) for the network to reach stability after a
major failure. Also, network utilization has to
be kept at a low level in order to accommo-
date rerouted traffic after a failure.

MPLS-based restoration: Each IP flow is
routed over diverse primary and backup MPLS
label switched paths (LSPs) for end-to-end path-
based restoration. Backup paths may also pro-
tect individual links for local span-based
restoration (MPLS fast reroute). We discuss
these below.

Fast reroute: Fast reroute is a form of span
protection. In this mode, segments of an MPLS
path are protected, segment by segment, by dif-
ferent backup paths. Fast reroute is typically
used for fast restoration around failed routers
and links.

End-to-end path protection: In this mode an
MPLS path is protected end to end by a backup
path between the same source and destination
routers. An MPLS path can be 1:1 protected,
where bandwidth on the backup path is dedicat-
ed to the associated LSP. Alternatively, a shared
backup path can protect it. In that case, band-
width between different backup paths could be
shared in a way that guarantees restoration for
any single event failure.

For MPLS-based restoration, label mappings
at routers on the backup paths are set up during
LSP provisioning, so the restoration process
involves just a switch at either of the end nodes
of the LSP. MPLS restoration alleviates some of
the problems of vanilla IP rerouting. Services are

restored much faster, and sophisticated traffic
engineering can improve network utilization.
However, failures still affect underlying IP rout-
ing infrastructure leading to instability in the
network for a prolonged period of time. Also,
scalability of MPLS-based networks is still
unproven, to say the least.

Restoration in IP over OTN — IP-over-OTN
architecture allows multiple restoration options.
IP backbones can be protected using optical
layer restoration. It can also be protected at the
IP layer using MPLS or IP rerouting.

IP layer restoration: This is analogous to the
restoration options in IP over WDM. Lightpaths
in the optical layer (which appear as express
links at the IP layer) are unprotected, so failures
are restored at the IP layer. For vanilla IP
restoration, optical layer lightpaths (express
links) are provisioned with typically at most 50
percent utilization to accommodate restoration
traffic (as in IP over WDM).

Optical shared mesh restoration: Traffic is
restored at the optical layer through diverse pri-
mary and backup lightpaths. Backup paths share
channels in a way that guarantees complete
restoration against single event failures. Thus,
two backup paths can share a channel only if
their corresponding primary paths are diverse
(i.e., a single failure cannot affect both of them).
IP layer restoration would kick in if optical layer
restoration fails, say, due to multiple concurrent
failures. However, since the latter is a rare event,
IP layer provisioning may utilize shared mesh
restoration to a higher degree.

One of the major advantages of optical layer
restoration is that it masks optical layer failures
from the IP layer. Consequently, IP routing is
not affected even after major failures such as a
fiber cut or WDM failures.

ROUTING METHODOLOGY

In this section, we discuss how IP traffic is
routed in the two architectures. Routing in IP
over WDM is straightforward. For vanilla IP
routing, the Dijkstra or Bellman-Ford shortest
path algorithm [7] can be used. For routing
MPLS LSPs, we use an enumeration-based
algorithm to generate a set of candidate prima-
ry paths. For each primary path, the least-cost
backup path is computed taking into account
backup bandwidth sharing. Finally, the least-
cost primary-backup path pair is chosen. Rout-
ing of protected MPLS LSPs is similar to
routing of mesh-restored optical layer light-
paths. The latter is discussed in more detail
later where the cost model for backup path
bandwidth sharing is outlined.

Routing in IP-over-OTN architecture is more
complex. In this case, the optical layer is flexible,
allowing us to create different topologies for the
IP layer. Integrated routing involving both IP
and optical layers is a hard algorithmic problem
and difficult to handle. Consequently, we sepa-
rate the overall problem into two subproblems:

* Packing IP flows into lightpaths at the opti-
cal layer

* Routing of primary and backup lightpaths
at the optical layer

Both of these problems are NP-complete [7]
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and hence do not allow polynomial time exact
algorithms. Before discussing algorithmic
approaches to each problem, let us first try to
understand why packing of IP flows is important.
Typical IP flows between PoPs are currently well
below WDM channel capacity (2.5-10 Gb/s). For
example, in the traffic scenario considered later,
the average IP traffic between any pair of nodes
is about 1.7 Gb/s, which is a fraction of the band-
width available on a single wavelength. Example
1 illustrates how intelligent packing of IP flows
(beyond simple aggregation at the ingress router)
can lead to increased utilization of the optical
backbone.

Example 1: Consider 1.25 Gb/s of IP traffic
demand between each pair of PoPs A, B, and C
in a network. Simple aggregation of IP traffic at
the ingress router requires one 2.5 Gb/s light-
path to be provisioned between each pair of
these nodes. This creates three 2.5 Gb/s light-
paths, each 50 percent utilized. In a more effi-
cient flow packing scenario, the IP router at
node B can be used to reduce the number of
lightpaths in the optical backbone as follows:
provision one lightpath, L1, from A to B and
another lightpath, L2, from B to C. Lightpaths
L1 and L2 can carry the IP traffic between their
corresponding PoP pairs. Also, the IP flow from
A to C can ride on these two lightpaths with
packet grooming at intermediate PoP B. This
creates two 2.5 Gb/s lightpaths, each 100 percent
utilized.

An integer linear programming (ILP) formu-
lation for the problem of routing primary and
shared backup paths is given in [8]. The prob-
lem of packing IP flows into 2.5 Gb/s circuits
can also be formulated as an ILP. Depending
on network size and the number of demands,
both these ILP formulations may take a few
minutes to several hours to run to completion
on industry grade ILP solvers like cplex. Since
the packing ILP for the second subproblem
operates on a complete graph (there can be an
optical layer connection between potentially
every pair of nodes), its running time increases
much more rapidly with increasing network size.
For these reasons, we discuss here iterative
combinatorial heuristics for both problems that
perform fairly close (within 5-10 percent) to the
ILP solutions.

PACKING OF IP FLOWS ONTO
OpTICAL LAYER CIRCUITS

In this section we discuss the packing algo-
rithm for routing IP flows onto 2.5 Gb/s light-
paths at the optical layer. We start with the
physical topology and transform it to a fully
connected logical graph. Since the underlying
physical network can be assumed to be bicon-
nected — a diverse primary and backup path
exists between every pair of nodes — the graph
on which the packing algorithm operates is a
complete graph. Each link of the graph corre-
sponds to a protected 2.5 Gb/s lightpath. In
other words, link (i, j) is representative of a 2.5
Gb/s lightpath between nodes i and j that is
protected using shared mesh restoration. Each
link in the logical graph is marked with a cost
figure estimated to be the cost of the protected

lightpath between the node pairs. Since backup
paths are shared, the exact cost of the protect-
ed lightpaths cannot be determined without
knowledge of the entire set of lightpaths. How-
ever, we can use an estimate of the cost of
such a circuit by computing a 1 + 1 (dedicated
backup) circuit and reducing the cost of the
backup path by a certain factor. This factor is
indicative of the savings in restoration capacity
of shared backup paths over dedicated backup
paths and is typically in the range of 30-50 per-
cent, as reported in [9].

The demands to be routed are considered in
some arbitrary sequence. Each IP flow is routed
one by one on the logical graph using the Dijk-
stra or Bellman-Ford shortest path algorithm.
In order to understand how routing is per-
formed, let us consider an IP flow of bandwidth
b. For each link (i, j) in the logical graph, let T
be the remaining bandwidth on the last (par-
tially utilized) lightpath from i toj. If b < Ty,
routing the flow on logical link (7, j) does not
require provisioning a new lightpath from i to j,
and we set the cost of this link as ¢;Pak = ¢;orig
* K1, where ¢;;°"¢ is the original cost of the link
in the logical graph (as discussed above). Oth-
erwise, routing the flow on logical link (i, j)
requires provisioning of a new lightpath from i
to j, and we set the cost of this link as cijPaCk =
¢;°"e * K. Here, K and K are constants, and
the ratio K,/K; should be large enough to bring
out the difference of provisioning a new light-
path at the optical layer vs. utilizing capacity on
an existing one. For example, one could choose
Ki=01land K, = 1.

Finally, since this is an offline planning sce-
nario where all the demands are available at
once, multiple passes can be made on the
demand sequence and during each such pass, the
packing of each IP flow can be recomputed.
From our implementation experience, most of
the benefit of further optimization is obtained
over the second and third passes and further
iterations are not required.

ROUTING OF PRIMARY AND
BACKUP PATHS ON PHYSICAL TOPOLOGY

In this section we discuss routing of primary and
backup paths. The same algorithm is used to
route lightpaths in the optical layer in IP-over-
OTN architecture and MPLS LSPs in IP-over-
WDM architecture. The optimization problem
involves finding the primary and shared backup
path for each demand so as to minimize total
network cost.

Consider the demands to be routed in some
arbitrary sequence. For a given demand, a list
of candidate primary paths is enumerated using
Yen’s K-shortest path algorithm [10]. For each
choice of primary path, a link disjoint back
path is computed as follows. First, links that
belong to the primary path are removed from
the network graph. This ensures that the back-
up path corresponding to this primary path is
link disjoint from the primary path. Second,
the cost of each remaining link is set to 0 (or
small value) if the link contains sharable back-
up channel bandwidth. Otherwise, the cost is
set to the original cost. This transformation
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helps encourage sharing bandwidth on the
backup path. A shortest cost path is then com-
puted between the source and destination, and
set as the backup path for the current primary
path. Finally, the primary-backup path pair
with the least cost is chosen. Determination of
backup path bandwidth sharability is based on
the following rule: Two demands can share
bandwidth on any common link on their back-
up paths only if their primary paths are link
disjoint. This guarantees complete recovery
from single-link failures.

Since this is an offline planning scenario
where all demands are available at once, multi-
ple passes can be made on the demand sequence,
and during each such pass, the primary and
backup path of each demand can be rerouted.
As before, we observed that most of the benefit
of further optimization is obtained over the sec-
ond and third passes, and further iterations are
not required.

NETWORK AND COST MODELS

In the network studies discussed below, we
used representative but desensitized topologi-
cal and traffic data from service providers in
the United States. Interestingly, most service
providers’ networks have similar topologies
and traffic distribution. This is not surprising
given that demographics drive traffic patterns,
which in turn affect network buildouts. We also
used realistic industry pricing for different
equipment (IP routers and optical switches) in
the study.

NETWORK TOPOLOGY AND TRAFFIC

We consider a representative carrier back-
bone topology for comparing the two archi-
tectures from a carrier economics standpoint.
The 12-node U.S. backbone is shown in Fig.
3. The network has 17 links, and hence a
small average node degree of 2.8. Carrier
backbone physical topologies are character-
ized by small node degrees due to limitations
in acquiring right of way and laying out fibers.
In fact, a typical CO/PoP in a carrier network
has two, in some cases three, and on rare
occasions four conduits connecting it to
neighboring central offices.

The traffic matrix for this topology speci-
fies 66 bidirectional IP demands, one between
each pair of nodes. The average traffic
between a node pair is 1.7 Gb/s, the maximum
is 8 Gb/s, and the minimum is 80 Mb/s. We
also consider higher traffic scenarios by multi-
plying the traffic matrix by a factor of 2, 4, 8§,
and 16. In the results presented below, traffic
matrices are represented as x1, x2, x4, x8, and
x16. Traffic mix and volume (x1) is represen-
tative of major backbone service providers in
the United States. Although Internet traffic
growth has slowed, most service providers
reported 100 percent year-over-year growth in
2002 [1]. Another way of looking at the traffic
matrices is to consider x1-x16 as the estimat-
ed traffic matrices over a five-year planning
horizon with x1 as year 1 traffic and x16 as
year 5 traffic at 100 percent year-over-year
growth rate.

Equipment Common equipment 2.5G 10G
(chassis) interface interface

Router (64 x 64 $50,000 $37,000 $119,000

2.5G port equivalent)

Optical switch (256 x 256 $500,000 $13,000 $41,000

2.5G port equivalent)

M Table 1. Industry pricing for IP routers and optical switches.

M Figure 3. The 12-node U.S. backbone topology.

EQUIPMENT PRICING MODEL

Each IP router and OXC has a common equip-
ment cost and a per-port cost for its 2.5 Gb/s
and 10 Gb/s interfaces. An IP router or OXC at
a PoP may not be fully loaded, so the per-port
cost is incurred only for the required number of
routers and OXC ports at each PoP. The overall
cost of routing a given traffic demand is the sum
of the common equipment and port costs at
each PoP. We ignore the cost of WDM systems
since it turns out to be about the same in both
architectures and does not affect the relative
cost analysis.

The pricing structure is outlined in Table 1.
This is representative of industry pricing of IP
routers [11] and OXCs [12, 13] in the current
market (in 2003). We use a chassis port count
consistent with capacity of currently shipped
products: IP routers can have up to 64 and
OXCs up to 256 2.5 Gb/s equivalent ports.

NETWORK COST COMPUTATION

We have developed a sophisticated tool for rout-
ing traffic in the IP-over-WDM and IP-over-
OTN architectures. For the purpose of the study,
we used this tool to find the lowest cost solution
in both architectures given the traffic demand
and the network topology. The output of the
routing algorithm consists of the following:

* Number of router drop and line ports at
each PoP in IP over WDM and IP over
OTN, and number of OXC drop and line
ports at each PoP in IP over OTN

* Number of IP routers at each PoP in IP
over WDM and IP over OTN, and number
of OXCs at each PoP in IP over OTN
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* Number of WDM channels on each link
(total number about the same for both
architectures)

In IP over WDM, each path traverses two or
four router ports at each intermediate PoP it
traverses, depending on whether it enters and
exits out of the same or different router(s),
respectively. On the average transit traffic passes
through three ports in IP over WDM. In IP over
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OTN, a lightpath traverses two OXC ports at
each of the intermediate PoPs it passes through.
An IP layer path that traverses multiple express
links (optical layer lightpaths) in IP over OTN
consumes router ports at intermediate PoPs in
accordance with the same model outlined for IP
over WDM. Since access routers carry only
add/drop traffic, which is the same for both
architectures, they have not been included in the
network cost analysis.

CASE STUDY RESULTS

In this section we present results from our
case studies comparing the costs of IP-over-
WDM and IP-over-OTN solutions. In order to
understand the impact of different architec-
tural choices, we have considered two differ-
ent network scenarios. First, we analyze the
impact of transit router bypass. We then quan-
tify the impact of optical layer restoration on
network cost. Finally, we discuss the benefits
of dynamic optical layer provisioning at a
qualitative level.

THE IMPACT OF TRANSIT ROUTER BYPASS

Figure 4 plots the network cost with IP layer
restoration for both IP-over-WDM and IP-over-
OTN. In order to accommodate restoration traf-
fic on a link in both architectures, bandwidth is
over-provisioned on every link with router inter-
face utilization set to at most 50 percent (a typi-
cal value used by carriers). The analysis is over a
range of up to 16 times (x16) growth from initial
traffic (x1). Since WDM lambda costs are about
the same in both architectures (as produced by
network planning), they are left out of the net-
work cost. IP over OTN gives a network cost
savings of $73 million (16 percent) for x16 traffic
and is a less expensive architectural choice from
x2 traffic onward. This comparative scenario
shows the effect of just moving transit traffic from
routers to OXC ports.

IP over OTN reaps huge economies of scale
by moving transit traffic from routers to optical
ports. In Fig. 5 we plot the router transit traffic
as a percentage of the total traffic (drop and
transit) at a router PoP and averaged over all
PoPs for the scenarios considered in Fig. 4. The
router transit traffic percentage for IP over OTN
is about 68-70 percent. IP over OTN clearly
decreases the router transit traffic percentage.
Note, however, that for IP layer restoration,
restoration traffic still flows in the router (IP)
domain for IP over OTN.

THE IMPACT OF RESTORATION AT THE
OPTICAL LAYER

Figure 6 plots the network cost with MPLS
shared backup path restoration for IP over
WDM and optical shared mesh restoration for
IP over OTN. The analysis is over a range of
up to 16 times (x16) growth from initial traffic
(x1). As before, WDM lambda costs are left
out of the network cost. IP over OTN gives
network cost savings of $175 million (39 per-
cent) for x16 traffic. IP over OTN is a less
expensive architectural choice as early as x1
traffic onward.
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The full benefit of an optical backbone is
realized when restoration occurs at the optical
layer for IP over OTN through shared mesh
restoration (the scenario in Fig. 6). Apart from
the network cost savings, this is also evident
when we consider router transit traffic decrease
when moving from IP over WDM to IP over
OTN. In Fig. 7 we plot the router transit traffic
as a percentage of the total traffic (drop and
transit) at a router PoP and averaged over all
PoPs for the scenario considered in Fig. 6. The
router transit traffic for IP over OTN is much
lower (less than 8 percent for x1 traffic and
dropping down to 0.4 percent for x16 traffic)
when restoration occurs at the optical layer than
when it occurs at the IP layer (34-44 percent).

The decrease in router transit traffic in IP
over OTN translates directly to a reduction in
the number of core IP routers and associated
network cost savings (note that the number of
access routers is the same in both architectures
since it is determined by add/drop traffic only).
In Fig. 8 we plot the number of core IP routers
required for routing traffic in the two architec-
tures. Note that since the routers are deployed
in a dual redundant configuration, we require at
least two core routers at each PoP for a total of
24 in the entire network. For IP over WDM, the
number of core IP routers grows from 24 for x1
traffic to 222 for x16 traffic. For IP over OTN,
the number of core IP routers grows to just 82
for x16 traffic, a 63 percent reduction in IP
routers. This not only saves network cost but
also eases IP traffic management; router quad
configuration at a PoP scales for a longer time
with traffic growth, and router upgrades become
less frequent.

At present, the common equipment cost of
an OXC is several times that of a router, and
this is responsible for offsetting some of the sav-
ings obtained by bypassing traffic through OXC
interfaces in IP over OTN as opposed to carry-
ing traffic on IP router interfaces in IP over
WDM. In the future, as OXC technologies
become cheaper and more scalable in terms of
port count, common equipment and per-port
OXC costs will go down further, increasing the
economic attractiveness of IP over OTN over IP
over WDM.

THE IMPACT OF
OPTICAL LAYER RECONFIGURATION

One of the problems in designing IP networks is
estimating the traffic between PoPs accurately.
Even if traffic can be estimated, it can change
often and by large amounts due to various fac-
tors. In order to alleviate this problem, IP net-
work designers often provision networks based
on peak IP traffic assumptions. This leads to
underutilization of the network and bloated cost.
Fast provisioning of the transport network
offered by IP over OTN architecture makes it
possible to dynamically reconfigure the back-
bone as traffic demand changes. Since an optical
layer connection corresponds to an IP layer (log-
ical) link, fast reconfiguration at the optical layer
allows dynamic changes to the IP topology in
response to changing traffic patterns. Thus, the
carrier need not overprovision the network in
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advance to accommodate peak IP traffic. Rather,
periodic variations (time of day, week, month,
etc.) in IP traffic patterns can be handled effec-
tively through just-in-time reconfiguration of the
switched optical backbone.

This dynamic optical layer reconfiguration,
enabled by a distributed optical control plane,
requires interoperability between the IP (client)
network and the optical backbone through a
mechanism for IP routers to request bandwidth
from the optical layer. The user-to-network
interface (UNI) [14] is one such protocol that
has been proposed by the Optical Internetwork-
ing Forum (OIF) for this purpose. Over the
longer term, tighter integration between the IP
and optical layers is expected to be achieved
through the generalized MPLS (GMPLS) archi-
tecture [15] being developed by the Internet
Engineering Task Force (IETF).

THE IMPACT ON
ROUTING PROTOCOLS

In the previous section we discussed how IP over
OTN leads to cost savings by bypassing IP traffic
through the optical layer. In other words, IP
over OTN increases the degree of connectivity
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B Figure 9. OSPF control traffic per link for network size of up to 100 nodes
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of the underlying transport network. Degree of
connectivity has a direct impact on the control
traffic exchanged between routers. Specifically,
an increase in the degree of connectivity increas-
es the volume of control traffic and processing
power required at the routers to process them.
In this section we discuss the impact of degree
of connectivity on routing protocols with OSPF
[16] as an example.

OSPF uses a reliable flooding mechanism
[16] to disseminate topology information. Link
state advertisements (LSAs) are generated by
each router describing its local piece of the rout-
ing topology (i.e., adjacent links and neighbors).
Five different types of LSAs are defined in
OSPF; they are:

Router LSA: The router LSA includes state
and cost of all point-to-point links that terminate
on a router. There is only one router LSA asso-
ciated with a router. (In optical networks, all
links are point to point and hence can be cap-
tured in router LSAs).

Network LSA: This includes a representation
for each broadcast network (e.g., Ethernet,
token ring). (Network LSAs are not necessary in
optical networks)

Summary LSA: For reasons of scalability,
OSPF networks are often divided into multiple
areas. Router and network LSAs pertaining to
nodes and links in an area are contained within
the area. Information about reachable destina-
tions within an area is sent in summary LSAs to

Total number

Average router

Average OSPF control

nodes outside the area. (Summary LSAs may
be used in optical networks with multi-area
routing).

Other LSAs: Besides router, network, and
summary LSAs, OSPF uses other LSAs. Routes
learned form other autonomous systems are
distributed using external and autonomous sys-
tem border router (ASBR) LSAs. Opaque
LSAs provide a standard way to extend OSPF.
GMPLS optical extensions [17] to OSPF use
this mechanism to disseminate resource infor-
mation.

For the following analysis, we make the
assumption that there is a single OSPF area.
This is conservative since it leads to overesti-
mation of the control traffic compared to
multi-area OSPF implementations. For single-
area OSPF deployments, we need to consider
only router LSAs. Reliable flooding of a par-
ticular LSA is either routine (every 30 min,
also called routine refresh) or triggered by a
change in the content of the LSA (e.g., in link
status). We use routine refresh traffic as an
estimate of the total OSPF control traffic.
This is realistic since change triggered LSA
updates due to link failures are rare and
would constitute a negligible fraction of the
total control traffic.

The average size of a router LSA is (24 + 12
* d) bytes, where d is the average node degree
(router adjacency). In calculating the average
OSPF control traffic due to router LSAs, it is
helpful to note that when an LSA is flooded,
either the LSA or its acknowledgment (ACK) is
sent on every link, but not both [16]. Let n be
the number of nodes in the network. Thus, rou-
tine refresh of router LSAs generates n*(24 +
12*d)/1800 bytes/s bandwidth per link on the
average. Using the above formula, we see that
the link bandwidth is in the sub-kilobit-per-sec-
ond range even for large networks with high IP
layer connectivity. In Fig. 9 we consider net-
works of up to 100 nodes having node degrees
up to 30.

We now investigate the scalability of OSPF
control traffic as we move from IP over WDM
to IP over OTN for the topology and traffic con-
sidered earlier. Concerns about OSPF scalability
for IP over OTN spring from the fact that the
degree of connectivity of the IP layer topology
increases on deploying a switched optical mesh
backbone. The overhead of reliable flooding
could be expected to increase due to the above.
Can we estimate this increase? Is it within an
acceptable range?

Control traffic per Average #LSAs received

(n) of (0C-192) links adjacency (d) traffic bandwidth/ link per refresh per node after single
(m) link (kb/s) interval (kbytes) link status change
X1 24 67 5.58 0.0097 2.18 11.2
X2 40 123 6.15 0.0174 3.92 12.3
X4 64 242 7.56 0.0326 7.34 14.1
X8 118 474 8.03 0.0631 14.2 16.1
X16 222 943 8.5 0.1243 27.97 17

M Table 2. OSPF control traffic for IP over WDM (12-node U.S. network).
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Traffic #IP routers Total number of

Average router

Average OSPF control Control traffic per

Average #LSAs received

(n) (OC-48) links (m) adjacency (d) traffic bandwidth/ link per refresh per node after single
link (kb/s) interval (kbytes) link status change
X1 24 59 4.92 0.0089 1.99 9.58
X2 24 101 8.42 0.0133 3.00 16.8
X4 30 191 12.73 0.0236 5.30 25.5
X8 50 369 14.76 0.0447 10.06 29.5
X16 82 722 17.61 0.0858 19.30 35.2

M Table 3. OSPF control traffic for IP over OTN (12-node U.S. network).

OSPF CoNTROL TRAFFIC FOR IP oVER WDM

For IP-over-WDM architecture, the number
of nodes n is equal to the number of IP
routers and is given in column 2 of Table 2.
An IP layer adjacency corresponds a WDM
OC-192 link. Hence, the total number of links
m in the network is given by column 3. Using
this, we compute the average node degree in
column 4 as d = 2*m/n, and the average OSPF
control traffic bandwidth per link in column 5
as n*(24 + 12 * d)/1800 bytes/s (shown in
kilobits per second).

The average control traffic reflects the fact
that the refreshes originated by different
routers do not occur at the same time. In the
very unlikely event that they do, the total
amount of traffic (in kilobytes) passing over a
link (over a small time interval) is given in col-
umn 6. Finally, notice that in the case of a
change triggered update for a link, the two
routers adjacent to the link refresh their router
LSAs. Thus, any router in the network pro-
cesses at most both these LSAs received on
each of its incoming links, the average being 2
* d. This is shown in column 7. Given that an
OSPF adjacency in this case corresponds to an
OC-192 (10 Gb/s) link, the control traffic
shown in Table 2 for IP over WDM is negligi-
bly small.

OSPF CoNTROL TRAFFIC FOR IP oVvER OTN

For IP-over-OTN architecture, the number of
nodes n is equal to the number of IP routers
(as before) and is given in column 2 of Table
3. However, in this case, an IP layer adjacen-
cy corresponds to an optical layer OC-48
lightpath. Hence, the total number of links m
in the network is given by column 3. Using
this, we compute the average node degree in
column 4 as d = 2 * m/n, and the average
OSPF control traffic bandwidth per link as
n*(24 + 12 * d)/1800 bytes/s (shown in kilo-
bits per second).

As mentioned earlier, we use routine refresh
traffic as an estimate of the total OSPF control
traffic. Failures of IP layer (logical) links in IP
over OTN are even less frequent than in IP over
WDM, since they are protected by optical layer
restoration. Note that we might have addition
and deletion of links corresponding to provision-
ing and deletion of lightpaths. However, light-
path hold times would be on the order of at
least hours (e.g., for short-term time-of-day vari-
ations in IP traffic). Hence, the additional con-

trol traffic due to such changes would be much
less than that for routine refresh.

Comparing Tables 2 and 3, we see that the
average OSPF control traffic bandwidth per link
is actually smaller for IP over OTN. This can be
explained by the fact that in moving from IP
over WDM to IP over OTN, an increase in the
average router adjacency (IP layer meshiness) is
more than offset by a decrease in the number of
IP routers attributable to optical layer bypass of
transit traffic.

CONCLUSION

The network analysis presented in this article
leads to a number of insightful observations. We
observe that for any given physical transport
topology, the volume of transit traffic and num-
ber of transit interfaces grow rapidly with traffic.
Hence, as traffic increases, IP-over-OTN archi-
tecture drives the network cost down by moving
transit traffic from the IP layer to the optical
layer. We also observe that reduction in transit
traffic is much higher when restoration occurs at
the optical layer than when restoration occurs at
the IP layer. Consequently, restoration at the
optical layer further reduces network cost.
Although not presented here, cost savings from
IP-over-OTN architecture increase as the net-
work grows in terms of the number of backbone
PoPs.

As mentioned before, IP-over-OTN architec-
ture is also more scalable, flexible, and robust
than IP-over-WDM architecture. We have also
investigated the effect of increased degree of
adjacency (logical meshiness) at the IP layer in
IP over OTN on IP layer routing (i.e., control
traffic and processing overhead) in the context
of a link state routing protocol like OSPF. Our
analysis shows that OSPF protocol overheads
remain within acceptable levels in IP over OTN,
and hence, an increased degree of connectivity
at the IP layer does not impose significant over-
heads on IP layer routing in IP over OTN. We
would like to conclude by pointing out that a
switched optical backbone can also be used as a
shared common infrastructure for other services
like ATM, frame relay, and voice traffic.
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