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Abstract

Next-generation networks must be capable of supporting a multitude of service
provfgers that exploit an environment in which services are dynamically deployed
and quickly adapted over a common heterogeneous physical infrastructure, accord-
ing to varying and somefimes conflicting customer requirements. In this context, net-
work management must become more flexible in order to cope with these emerging
conditions. More specifically, new management architectures must offer service providers
the freedom to manage their services according to their own policies and seamlessly
extend management functionality as the only way to react to the introduction of new
services. Based on a new business model that describes such an environment, we
propose a policy-based management architecture that is extensible and operates in
an active and programmable network. This management architecture is port of a
new network architecture that was developed in the FAIN Eurcpean Union research

and development IST project.

n the world of networking we are experiencing a signifi-
cant paradigm shift resulting in new technologies and
i! architectures. The motivation behind this shift is the still
? elusive goal of rapid and autonomous service creation,
deployment, activation, and management resulting from new
customer and application requirements. Research activity in
this area has clearly focused on the synergy of three concepts:
network virtualization, open interfaces and platforms, and
increasing degrees of intelligence inside the network.
Management, as a key component of a network architec-
ture; must also be considered and designed around the same
concepts. To this end, the management architecture must sup-
port the coexistence of different management strategies, faciki-
tating customization and interoperation with different vendors’
equipment. Management must also be dynamically extensible
to support the deployment and operation of new services.
In this article we describe the management aspects of a
.new network architecture designed and implemented as part
of the Future Active IP Networks (FAIN) European Union
R&D IST project [1]. The main objective of the FAIN project
is to develop an active network (AN) architecture oriented
toward dynamic service deployment in heterogeneous net-
works. This architecture ‘encompasses the design and imple-
mentation of active nodes that support different types of
execution environment, policy-based driven network manage-
ment, and a platform-independent approach to service specifi-
cation and deployment. The architecture is deployed and
evaluated in a pan-European testbed.

The FAIN management architecture encapsulates the three
aforementioned concepts and is built in accordance with the
Internet Engineering Task Foree's (1ETYs) policy-based man-
agement framework [2], used in an active network environ-
ment, As a consequence, it inherits the features of this
enabling technology, which are then applied to this new prob-
lem space.

We briefly introduce the FAIN business model on which
the management architecture is based. We give an overview of
the FAIN Policy-Based Network Management (PBNM) archi-
tecture and its objectives. We describe all the architectural
components and the functionality thereof, while we then pro-
vide details of its implementation. We provide our conclu-
sions, identify somce open issues, and propose future work.

The FAIN Business Model

The FAIN management architecture is the realization of the
business model proposed in FAIN. Accordingly, a brief
description of the most important actors and the relationships
thereof of the FAIN business model is essential to understand
the motivation and objectives of the FAIN management archi-
fecture.

The main actors of the business model are the active net-
work service provider (ANSP), the service provider (SP), and
the consumer (C). )

The ANSP is the primary owner of the network resources
and provides facilitics for the deployment and operation of
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the active components in the network. The ANSP offers both
basic network resources, of which it is the primary owner, and
secure acccss to facikitics for the deployment and operation of
the active components in the network. The whole offering
takes the form of a virtual network, available to potential cus-
tomers such as SPs or large corporate customers, network
operators may play the role of ANSP.

The SP buys network resources from the ANSP and creates
services comprising active components délivered by a service
component provider. It then deploys these components in the
network, and offers the resulting service to Cs.

The C is the end user of the active services offered by an
SP. A C may be located at the edge of the information service
infrastructure (i.e., be a classical end user) or it may be an
Internet application, a connection management system, or
even another SP. )

FAIN has focused mainly on the relationships and interac-
tions hetween ANSF and SP, and SP and C with respect to
service deployment and management.-

- The FAIN PBNM Management Architecture

The FAIN PBNM management architecture is designed as a
hierarchically distributed architecture consisting of two levels
(two-tiered architecture): the network management level,
which encompasses the network management system (NMS),
and.the clement management level, which encompasses the
element management system (EMS).

Furthermore, the defined policies have been categorized
according to the semantics of management operations, which
may range from QoS operations to service-specific operations.
Accordingly, policies that belong to a specific
category arc processed by dedicated policy
decision points (PDPs) and policy enforce-

deploy its own model of managing the resources {its own
management architecture), which can be centralized, hierar-
chical, policy- or non-policy-based. The complexity of the vir-
tual network and the types of service deployed in it dictate the
particular choice of management architecture by its owner. In
addition, different management architectures simultaneously
coexist in the same physical network infrastructure as they
may be deployed by different actors. To this end, we create an
environment capable of accommodating opposing require-
ments, an accomplishment beyond the capabilities of the tra-
ditional approach of monolithic architectures.

Our model extends the Tempest approach {3] to the man-
agement plane; it was the first to advocate the simuftaneous
support of (virtual) control architectures for asynchronous
transfer mode (ATM) networks.

Lt also extends the scope of management by deleganon
{MbD) [4] as it allows delegation of the network management
responsibility to a third party (e.g., an SP) that can be
deployed and hosted in a separate physical location from the
NMS of the owner of the network {e.g., the ANSP).

Figure 2 illustrates the above discussion. Starting with the
managemert architecture of the network operator, the ANSP,
it instantiates and registers a new management instance (MI),
which is delegated to one of its customers (i.e., the SP). This
management instance will host the SP’s management architec-
ture. The SP has the option to buy from the ANSP an instance
of the ANSP’s architeciure, in our case a policy-based one. To
this end, the network management architecture developed by
the ANSP not only is used for managing the network cle-
ments (NEs) but becomes a commodity, thus creating another
important source of income for the ANSP.

ment points (PEPs) (Fig. 1}.

The NMS is the entry point of the manage-
ment architecture. It is the recipient of poli-
cies that may have been the result of network
operator management decisions or service
level agreements (SLAs) between ANSP and
SP, or SP and C. These SLAs require recon-
figuration of the network, which is automated
by means of policies sent to the NMS.

Network-level policies arc processed by the
NMS PDPs, which decide when policies can be
enforced. When enforced, they are delivered to

NMS

PDP

PEP

the NMS PEPs that map them to element level
policics, which are in turn seat to the EMSs.
EMS PDPs perform similar processes at the

element level, Finally, the AN node PEPs exe-
cufe the enforcement actions at the NE.

EMS

The use of this poficy controf configuration
maodel [2] and its use in a hierarchically dis-
tributed management architecture combines
the benefits of management automation with

reduction of management traffic and distribu-

tion of tasks.
As the FAIN management architecture is

based on the FAIN business model, the rela-
tionship among the three main actors (ANSP,

VE node VE

SP, and C) is projected directly onto the archi-
tecture. Accordingly, each of these actors may
request and get its own (virtual} management

PEP ‘ : PEP

architecture through which it is enabled to man-

age the resources allocated to the virtual envi-

ronments (VEs) of its virtual network (Fig. 1). L
In this way, each actor is free to select and

W Figure 1. The hierarchical FAIN management architecture.
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Furthermore, the ability of the

Policy editor
ANSP to generate and support multi- ANSP management instance
. ple management domaing may create l
addltrf)nal business opportunities. ANSP ‘ opP N
For example, the ANSP may build an pro *| mana m Monitoring]
: . Xy ger S
operations sytems service (OSS) host- :
ing facility for SPs to instantiate their
own management architectures. In Inter-PDP
this way, the ANSP may scil both its - conflict 1+
expertise in running and operating an . check
OS5 as well as the architecture and s
its corresponding implementation. Access rights ggp
In contrast, the SP does not need delegation - Senvice
i . ] PDP p EE
to build its management architec- Other SP
ture from scratch but ean customize managementjDelegatign of
an existing one according to the instances ':rac";'?‘ngee{‘m;‘ y
services It intends to run. Alterna- ’ < PEP PEP
tively, the SP may deploy its own | CEP
management architecture using the L
k,

OSS hosting facility provided by the

ANSP, thuos reducing the cost of
managing the network.

In FAIN we have focused on and
experimented with the automated
instantiation of management architectures using as a blueprint
the PBNM system of the ANSP to instantiate another man-
agement system for the SP. Note also that this instantiation
relationship can be recursive in the sense that the SP may fur-
ther delegate its own instances to a C.

Finally, the architecture of the MI used by the ANSP has
been designed in such a way that it is dynamically extensible in
terms of its functionality, as a result of using AN technology.

The ANSP’s management architecture can be extended in
two distinct ways:

* Deployment of a whole new pair of PDP/PEPs that imple-

ment new management functionality

» Extension of the inner functionality of existing PDP/PEPs
The former is triggered by the PDP manager, whereas the lat-
ter is achieved by the PDPs themselves. The egxecution of the
extension, fetching and deploying the requested functionality,
is the responsibility of FAIN’s active service provisioning
{ASP) system [5).

One important assumption underlying the previously
described virtval management architectures is that well estab-
lished open interfaces and protecols have to be provided by
the NEs. This may seem from the outset to be a demanding
condition, but there is convincing evidence of a strong push
toward ubiquitcus open interfaces. Initiatives like IEEE P1520
and lately the IETF ForCES working group serve as proof of
such claims, Furthermore, the programmable and active net-
works paradigm also relies on similar assumptions [6].

The FAIN PBNM Management Components

Description

We proceed now to present the details of the FAIN policy-
based management architecture. Following the FAIN business
model, the first instance of the management architecture that
is created is that of the ANSP, As the NMS and EMSs of the
ANSP instance have similar functionality and components, we
focus on the NMS and, wherever applicable, note the differ-
ences between them.

Policy Editor

The policy editor exists only at the network level. 1t offers a
GUI and a toolset in the form of templates and wizards for
the composition of policies. These are genericenough to

O Figure 2. FAIN management instances and their components.

accommodate different types of policy, thus exploiting the
architecture’s extension capabilities.

ANSP Proxy

Policies originating at the pollcy editor are sent to the ANSP
proxy. This has been introduced to enhance the security of the
ANSP and/or its customers, the SPs. It provides authentica-
tion and authorization of the incoming requests {policies) and
finds the MIs to which the policies must be forwarded.

Inter-PDP Conflict Check

Conflicts may appear when a policy arriving at one PDP clash-
es with a contradicting policy processed by another PDP. Con-
flicts [7] may be distinguished between syntactic conflicts that
can be resolved with policy syntax analysis and semantic con-
flicts that are more difficult to track and resolve.

The inter-PDP conflict check component was introduced in
order to process complex policies that capture inter-PDP
semantics in a hierarchical manner, thus reducing the risk for
sernantic conflicts.

The description of the conflict-checking algorithm is cur-
rently work in progress in the FAIN project and is therefore
not included in this article.

PDF Manager

The PDP manager receives policies and dispatches them to
the appropriate PDPs. If the corresponding PDP is not
installed, the PDP manager requests its download and instal-
lation from the ASP [5] framework developed by the FAIN
project, thereby extending the management functlonallty of
the system when needed.

The sequence diagram in Fig. 3 illustrates the first method
of extending the management architecture mentioned earlier.
The domain manager, a subcomponent of the PDP manager,
is responsible for interacting with the ASP and instantiating
the new PDP. Once the new PDP is deployed, the PDP man-
ager forwards the policy to it.

The PDP manager also acts as a flmte state machine for
coordinating the whole policy installation procedure. An
example of this coordination is when an SP requests the
instantiation of a new virtual network and its corresponding
MI. As a result, the PDP manager receives two different types
of pelicy, the QoS policy and the access rights delegation poli-
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I

X

:Customer

cy. It then first installs the QoS pol-
. icy, an action that requires admis-

sion control; only if there are
resources available does it attempt
to install the delegation policy.

1: dispatchPolicy()

When both installations are com-
pleted successfully, it instantiates
‘the new MI (Fig. 3) and hands it
over to the SP. The entity inside
the. PDP manager responsible for
the instantiation of the new MI is
the domain manager. -

Different Types of PDPs

Our architecture accommodates
different types of PDP, each mak-
ing decisions that apply to a specific
context: QoS PDP, delegation of
access rights PDP, and service-spe-
cific PDPs. They all perform con-
flict checks that are meaningful
within their decision context {intra-
PDP). In order to reach a decision, ]
they also interact with other com-

ANSP PDP Domain
proxy manager manager - :ASP
2: forwardPolity()
3: setPDP()

4: downloadCode()

.
=2

6: createPDP

“ PDP '

7: setPolici+()

ponents that assist the PDPs in
making a decision (e.g., a resource
manager for admission control).

In addition, each PDP contains .
at least two types of component: the condition and action
interpreters. These components provide action and condition
processing logic for the policy types handled by the PDP.
Each PDP has at least one instance of each type, but they can
be dynamically extended to accommodate more interpreters
capable of processing new actions and conditions conveyed by
the policies. This represents the second extensibility method

_ mentioned earlier.

Figure 4 illustrates the sequence of events that take place
when a new action interpreter is deployed. A generic action
interpreter, acting as manager,

W Figure 3. Dynamic installation of a PDP.

QoS PDP interacts with the monitoring system and resource
manager components.

Access Rights Delegoation PDP — By access rights delegation
policies [8] we mean those policies that specify to what extent
an actor is permitted to access network resources through the
control interfaces provided. In this way, by controlling access
to resources, the operations on them are also controlled,
eventually restricting the capabilities of services that are

becomes the recipient of all action
requesis carried by the policy. If

PDP
manager

there is an appropriate action inter-
preter already deployed in the
PDP, the generic action interpreter
forwards the request for further

PDP

1: setPolicies()

deployed.
Action
interpreter ;
:ASP

processing. Otherwise, it contacts
the ASP in order to retrieve the
action interpreter capable of pro-

cessing the particular request. ' 3

in what follows we look more
closely at the specific types of PDP
used in the FAIN management
architecture. )

@oS PDP — The QoS PDP is

responsible for analyzing QoS poli-

cies. Specifically, it:

* Decides when a policy should be
enforced

* Forwards decisions to PEP com-
ponents in order to be enforced

* Accepts requests that come from
PEPs

* Controls the policy-validity peri-
od in order to uninstall expired I
policies .

To realize this funcfionality the

2: Evaluation()

Class
i loader

etinstance()
- o

nterpretAction

> Y

5: downloadCode(}

4__7"'1 createlnstance(} i

QoSAlloc
Action: Actionlnterpreter

ute()

8: exe

O Figure 4. Dynamic installation of an action interpreter.
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4.- Policy

LDAP REP

MON

PDP

service components and resource
PDP abstractions are constantly added,
and multiple players run their own
(virtual) networks competing for
resources with each other, the task

1.- Filter Control

3.- Request

5.- Response cors

MON P8

Sensor
2 - Filter

Registry

of maintaining a real-time picture
of the network is very challenging.
The FAIN monitoring system is
composed of three layers, intro-
duced in order to distinguish the
different types of monitoring oper-
ation (Fig. 5). The acquisition layer
collects and processes data coming
from entities residing in the active
nodes through resource abstraction

Distribution

Acquisition

S

Slave sensor
reqistry

interfaces. The distribution layer
supports efficient delivery of such
information to the PDPs through
an extended notification channel.
Finally, the policy-based control

layer makes decisions that pertain
to the way the monitering opera-

Node tions are carried out.

All three layers apply a set of
strategies that aim to extend the

B Figure 5. The FAIN monitoring system.

In FAIN, the delegation PDP is used by the ANSP to
determine what operations the SP’s services are allowed to
carry out on those network resources assigned to the SP as
part of its virtual network creation. ’

Delegation of access rights policies involves the (re)config-
uraticn of the security components of those nodes that form
the topology of the SP virtual network. Every request to use a
particular interface is checked by the security component.
Access is only granted to authorized entitics.

Orher Service-Specific PDPs — The FAIN management archi-
tecture is designed to accommodate new PDPs that partici-
pate in service-specific decisions. These service-specific PDPs
may be deployed on demand, using the same extensibility
mechanisms described earlier.

Policy Enforcement Points [PEPs)

Each type of PDP has its own PEP counterpart. Network-level
policies are translated by the network-level PEP into element-
level policies, and then sent to the corresponding element
PDPs that reside in the EMSs. This translation should take
into account fopological information about the location of the
EMS PDPs. In other words, policy translation should be asso-
ciated with information on where policies should be distribut-
ed.

Similarly, element-level PEPs enforce the glement-level
policies sent by the EMS PDPs by mapping them onto the
correct FAIN node open interfaces. The use of open inter-
faces allows all PEPs across the network to share the same
view of nodes’ control interfaces, making them node (plat-
form) independent.

Moniloring System ,

Policy decisions rely on both local and global network state
information. While PEPs are the primary source for gathering
device-specific data, a monitoring system is required in order
to construct and maintain an overall picture of the network
state, In an act‘ive network like FAIN, where new modules,

functionality of the monitoring sys-

tem thereby adapting to network

changes. Whenever a PDP needs
to monitor a new target, it submits an event subscription filter
to register its interest. The distribution layer passes this filter
to the acquisition layer, where a sensor registry analyzes it in
order to identify the appropriate sensor to attach to the tar-
get. If no such sensor is previously available, it contacts the
monitoring PDP, which examines the monitoring policies and
returns a response with the appropriate configuration data.

The monitoring system, with the assistance of the ASP,
deploys the requested sensor and attaches it to the corre-
sponding target. Finally, in accordance with its configuration,
the sensor attaches itsclf to the notification channel and sends
the information to the interested PDPs.

This approach allows the monitoring system to dynamically
extend itself by seamlessly integrating new monitoring compo-
nents, or by enhancing existing monitoring methods through
new configuration policies.

Management System Implementation and
Evaluation

Overview of the Implementation based on @
Scenario

In the service scenario we have selected for implementation
and ¢xperimentation, an SP offers customers (end users) a
WebTV service (Fig. 6). The WebTV SP multicasts a video’
program over the Internet that can be viewed by end users,
irrespective of their terminal transcoding capabilities.

Although multicast technology is usually used with video
applications, the scenario chosen in FAIN (WebTV) does not
use multicast as a transport protocol. We have made this
choice in order to demonstrate that multicast can be deployed
as an active service as opposed to a protocol-driven approach.
Indeed, we have developed an active service, named
duplicator, to offer the multicast functionality in the active
network where and when it is needed.

The WebTV SP requests the ANSP to set up an active vir-
tual private network { AVPN) wherein it can deploy services
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that may be further adapted to customer requirements. Cus-
tomers then subscribe to this WebTV service by directly con-
tacting a WebTV SP server.

In this context, one of 18 customers uses a terminal that is
not capable of correctly displaying the video stream broadcast
by the WebTV SP due to a format mismatch. To adapt to this
customer requircment, the WebTV-SP selectively deploys the
compatible audio/video transcoder in the network so that the
video stream received by the customer’s device has the appro-
priate format.

We now describe in detail the scenario interactions pertain-
ing to the management operations. As a result of the SLA
agreed between the ANSP and the WebTV-SP, policies are
sent to the ANSP’s M1 The instantiation of the WebTV SP’s
MI is the successful outcome of a two-phase process coordi-
nated by the ANSP’s PDP manager: creation of all VEs that
constitute the WebTV SP virtual network by reserving the
nccessary resources, followed by activation of the VEs (i.e.,
use of the reserved resources). The first phase is triggered by
the QoS policy.and involves the ANSP’s QoS PDP, while the
second is triggered by the delegation policy and involves the
ANSP’s delegation of access rights PDP. Upon completion,
instantiation of the WebTV SP’s MI in all the appropriate
NMS and EMS stations is carried out by the ANSP according
to a configuration policy; then the ANSP yields control of the
MI to the WebTV SP.

The monitoring system may initiate reconfiguration when,
for instance, the access bandwidth drops dramatically and the
end uscr needs different transcoding of the video stream.

Implementation in the FAIN Testbed and Initial Trials
The prototype implementation is deployed on the pan-Euro-
pean FAIN testbed, an overlay network connecting 10 differ-
ent sites. Initial trials have focuscd mainly on functional
evaluation of our management system, and in particular on
the creation and usage of Mls and their extensibility features.
The interfaces are defined in Interface Definition Language
(IDL) and implemented in Java. We have used CORBA as
our middleware technology as implemented by the open
source package OpenORB [9]. The PDP manager, ANSP
proxy, PDPs, and PEPs are instantiated as CORBA objects
and then registered using the CORBA naming service. With
this approach we show the scamless
nature of performing management

malicious accesses against active nodes, Following the IETF
PCIM model [11] allows us to create new properties by extend-
ing existing classes of the model, thereby supporting extended
QoS functions and newly introduced delegation functions in
the FAIN framework. For our prototype implementation, we

_ have created, using XML, two kinds of policy, a QoS policy

and a delegation policy, that control VE configuration,

Inifial Performance Trials

.We have also carried out initial performance trials with the
objective of assessing the viability of the new features of our
management architecture. Accordingly, we have focused on
creating Mis on behalf of different SPs, and on the two types
of extensibility engineered in these MIs: extending their capa-
bilities by dynamically deploying new PDPs and extending
already deployed PDPs.

For this purpose, we have used one PC with an Intel 1.5
GHz Pentium IV and 500 MB of RAM. This PC runs not
only the EMS but also the rest of the active node functionality -
the EMS manages. The first M1 instance, created as part of
the bootstrap procedure, was the ANSP’s MI that was subse-
quently used to instantiate the SP’s Mls.

During the first trial, the instantiation of the first SP’s MI
took a total of 10,637 ms to carry out all phases, while the rest
of the trials gave an average time of 8942 ms. The reason for
the difference between times is that in the first trial the PDPs
responsible for processing the corresponding policies were not
initially present but were deployed on demand upon arrival of
the policies; during subsequent trials the PDPs were already
in place. Deploying the new PDPs and returning their refer-
ences took 212 ms and 176 ms for the QoS and delegation
PDPs, respectively. Finally, further extending the functionality
of these PDDPs took an average of 21.3 ms. .

in a real-life scenario we do not expect requests for MI cre-
ations to occur fréquently; nor do we expect a large number of
SPs requesting Mls, Furthermore, these MIs are going to oper-
ate for long periods commensurate with the lifetime of the 5P
virtual network. We also consider PDP deployment or exten-
sion to be important features of which the SPs would make full
use. In this context, these feasibility trials are encouraging, and
suggest that continued investigation and enhancement of our
management architecture will be worthwhile.

even if the EMSs and NMS are phys-
ically located at different places. |

In particular, CORBA services
play a fundamental role in support-
ing our distributed architecture, as
in the CORBA notification service,
which binds the monitoring modules
to the rest of the system. Additional-
ly, the CORBA dynamic invocation
interface and interface repository
are the underlying technologies used
to perform dynamic invocations and
analyze returned values.

EMS

Mi
(WebTV SP)
Transcoder ML

policies (ANSP)
T aven :
policy P .

{

Finally, the event model is defincd
based on the Common Information
Mode! (CIM) [10] in order to unify
all information models used in the
management architccture. In our
implementation, the QoS PDP sub-
scribes to events that are triggered by
€XCESS resoutce usage in active nodes,
whereas the delegation PDP sub-

WebTVclient

i
Active node
Video stream
VE VE P
{(WebTV 5P} (ANSP) AVPN (WebTV SP){
Transcoder [- ------------ N A

scribes to events that are triggered by

Figure 6. The WebTVsceﬁario.
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Conclusions

In this article we propose and describe a hierarchically dis-
tributed policy-based network management architecture that
is an important result of the FAIN project. We have applied
policies as a way of managing active networks, and used active
technologies and mechanisms to extend the management
architecture by dynamically deploying additional PDPs and
PEPs.

Although PDPs and PEPs can be deployed on demand,

they must comply with the expected (standardized) interface
and be registered in.the ASP system. Also, cur management
architecture supports an extension mechanism of a finer gran-
ularity by dynamically adding new functionality {policy action
and condition interpreters) into already existing PDPs/PEPs.

We have used differcnt types of PDPs and PEPs as a means
of differentiating groups of policies and facilitating policy
decision making according to a specific context.

Based on a new business model! that advocates the deploy-
ment of virtual networks on top of the same network infras-
tructure, we have cxtended the concept of management by
delegation through allowing multiple management architec-
tures to be instantiated and to function independently of each
other. This was enabled by the use of the FAIN active node
and its open interface.

Finally, we have mostly focused on implementing and
experimenting with the configuration model for policy control.
We consider the outsourcing model to be equally important.
According to this model, control protocols must be policy-
aware in order to convey policy information that is necessary
for the PDPs to make a decision. In addition, the PDPs need
to interact with the PEPs; thercfore, additional semantics
must be built into the protocol to enable communication with
a parficular PEP. Building protocols with these properties is
also one of the aims of cur next stage of research.
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