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Abstract: This paper investigates and improves an important algorithm that is used in 
the Traffic-Flow Analysis (TFA). TFA can be used for the fast and 
approximate (performance) analysis of Information and Communication 
Technology (ICT) systems. The method contains an algorithm for the 
spatial distribution of the traffic in the system. It is shown how the error of 
the spatial distribution can be measured, and the effect of the so called size 
of routing unit parameter (SRU) of the algorithm is investigated. In order to 
define SRU, the Aggregated Traffic Tree-Model (ATTM) is introduced. 
Using step-by-step Discrete-Event Simulation (DES) and appropriate 
statistical algorithms in ATTM a method for determination of SRU is 
described. A method for the refinement of the SRU – based on the metrics 
defined for the measurement of TFA results – is introduced. A method 
taking into account Quality of Service (QoS) requirements in SRU 
refinement is also described in an example. 
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1. Introduction 

1.1. Performance analysis methods 

Discrete-Event Simulation (DES) is a widely used method for the performance 
analysis [3] of ICT and BP systems. The simulation of large and complex systems 
requires a large amount of memory and computing power that is often available only on 
a supercomputer. Efforts are made to use multiprocessor systems or clusters of 
workstations. The conventional synchronisation methods for parallel simulation (e.g. 
conservative, optimistic) [1] use event-by-event synchronisation and they are 
unfortunately not applicable to all cases, or do not provide the desirable speedup. The 
Statistical Synchronisation Method proposed by Pongor [11] does not exchange 
individual messages between the segments but rather the statistical characteristics of the 
message flow. The method can produce excellent speed-up [4] but has a limited area of 
application [5].  

The Traffic-Flow Analysis [6] was proposed for the rapid performance estimation of 
ICT systems. Its spatial distribution algorithm was studied first in [9]. The applicability 
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of Traffic-Flow Analysis for large networks and for ICT and BP systems was examined 
in [7] and [10]. 

1.2. The Traffic-Flow Analysis 

The Traffic-Flow Analysis (TFA) is a combination of simulation and analytical and/or 
numerical methods. While the traditional discrete-event simulation models the travelling 
of each packet through the network, TFA uses statistics to model the networking load of 
applications [6], [8]. TFA works in two stages: 

In the first stage, the method distributes the traffic (the statistics) in the network, 
using routing rules and routing units.  

In the second stage, the influence of the finite capacities (line and switching-node 
capacities) is calculated.  

The important features of TFA: 
• The results are approximate but the absence and the place of bottlenecks is 

shown by the method. 

• The execution time of TFA is expected to be significantly less than the 
execution time of the detailed simulation of the system. 

• TFA describes the steady state behaviour of the network (there is no need for 
warm-up time definition). 

2. Stating the problem of spatial distribution 
TFA is a general method, and can be used with any traffic model that satisfies the 

requirements of TFA for the traffic model. In [6], there were proposed bit-throughput 
distribution and packet-throughput distribution (practically histograms) as traffic 
models to model the traffic on the lines and in the nodes, respectively. 

The traffic model is always an aggregated traffic model, that is, it represents the 
complete traffic of a given type of applications that are connected to the given node. For 
example it represents the full traffic (in both directions) of 35 FTP applications that are 
connected to a router (by switches). If static routing is used, we can handle the complete 
traffic of the before mentioned 35 FTP applications (or 100 web browsers or any other 
type of applications) together: we must route only one statistics package through the 
network (containing the two types of histograms). However, if we have adaptive 
routing, then the traffic of a given type of application should not be handled together, 
rather it must be routed in multiple packets (routing units), each of which represent a 
given portion of the traffic of the given type of application connected to the given node. 
According to the previous definition, the number of routing units may be a number 
between one and the number of the units of traffic generated during the detailed 
simulation of the system. 

When determining the size of the routing unit (SRU), we must consider the following 
issues: 
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The larger SRU we choose the fewer statistics packages are to be routed in the first 
phase and the less traffic model addition operations are to be performed in the second 
phase of TFA. However, if SRU is too large, the spatial distribution of the traffic may 
considerably differ from the one that is formed in the detailed simulation of the system 
(and from the one in the real system). If SRU is small, the spatial distribution of the 
traffic may be quite precise, but the larger amount of messages to be routed and traffic 
models to be added slow down the analysis. The choice of SRU

1 must be a reasonable 
compromise (between the contradicting requirements) that is made in the knowledge of 
the whole system modelled. 

3. Defining the Aggregated Traffic Tree-Model 
First, for the analysis in order to define SRU, let us introduce the tree model of the 

aggregated traffic. The Aggregated Traffic Tree-Model (ATTM, shown in Figure 1) is a 
fragment of the whole examined network model which consists of nodes and lines with 
application models. The ATTM has the following features: 

• The application model ܽ௬௫ generates the aggregated traffic of all the 
applications of the y-th class (e.g. VoIP, FTP, web browsing, etc.) connected 
to node hx, that is ܽ௬௫ contains all the application models of the y-th class for 
node hx and ܽ௬௫ generates the full traffic between the source and destination 
node pairs (hx - hj, hx - hj+1, ..., hx - hj+d) in both directions. (In Figure 1, the 
application model ܽ௬௫ is in a rectangle drawened with thick line, the logical 
connection of ܽ௬௫ to node hx is represented by thick line, nodes are shown 
with thick-line circles and lines of the ATTM model are drawened by thick 
lines between circles.) 

                                                           
1 Examples for the influence of the selection of different values for SRU are described in [6]. 
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Figure 1. The Aggregated Traffic Tree-Model of an Application 

• Other application models generate the traffic independently from ܽ௬௫: the 
application models connected to hx (ܽଵ௫, ... , ܽ௣௫) represent the traffic of other 
classes; application models connected to other nodes (for example ae, aw, and 
aj connected to nodes he, hw and hj respectively) represent the application 
models of all classes. (In Figure 1, all these applications are shown with thin- 
line rectangles and their logical connections to nodes are also represented by 
thin lines.) 

• Any other application model connected to any other node in the model of the 
examined network can generate traffic for the nodes and lines of ATTM. 

• ATTM contains only the nodes and lines used by the traffic generated by ܽ௬௫. 

• The routing in the examined network is an adaptive routing with unknown 
features. 
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• In ATTM there is only one route between the source node and a destination 
node. (A route is a sequence of nodes and lines between the source node and 
a destination node related to ܽ௬௫). If there are more routes between the source 
and the same destination used by the traffic generated by ܽ௬௫ then each route 
is handled separately as if it has a different destination. For these “split 
destinations”, the traffic (for each unit of the traffic) is traced and recorded 
separately for all the elements of the route. Thus, it also means, that more 
split destination of ATTM will represent one original, non-split destination. 
(Splitting of destinations is performed according to the traffic generated by 
event-by-event simulation in the examined network.) 

• In the ATTM, the traffic generated by ܽ௬௫ is observed at destination nodes hj, 
hj+1, ..., hj+d. The frequency distribution of the traffic observed at destination 

node hj+d  is denoted by ௗ݂௔೤ೣ  and shown in a rectangle drawn by thick line, 
and the logical connection of which to node hd+1 is also represented by a 
thick line. (The exact description of the measurement of this frequency 
distribution is given in point 4. of this paper.) 

4. Statistical analysis of the aggregated traffic 
Now, using the ATTM, let us examine the behaviour of the aggregated traffic 

generated by the application model ay connected to the node hx (that is by ܽ௬௫) between 
the source and destination node pairs (hx - hj, hx - hj+1, ...,hx - hj+d) in both directions at 
destinations. The traffic between the node pairs is influenced by node and line 
capacities, by the traffic generated of other application models and by the routing 
(which is adaptive routing for now) in the examined network. All the application 
models are detailed DES (Discrete-Event Simulation) models and generate the traffic 
according to the event-by-event simulation method. The aggregated traffic at 
destinations is examined in time intervals of T length. The T2 interval is selected of the 
same length as the throughput collection interval in TFA. For the observation, in 
ATTM, the aggregated traffic is recorded for each destination of ay in the subsequent T 
long time intervals. 

To observe the aggregated traffic at destinations of ܽ௬  in ATTM, the statistical 
sampling approach will be applied: the statistical sampling method is used to define the 
mean aggregated traffic at a destination in T long time intervals. There are observed 

frequency distributions generated by ay: ௜݂௔೤ೣ  denotes the frequency distribution at 
destination i  

( ௜݂௔೤ೣ א  ൜ ଵ݂௔೤ೣ ,  ଶ݂௔೤ೣ , … , ௗ݂௔೤ೣ ൠ). 

The mean ݇పഥ  of the observed frequency distribution ௜݂௔೤ೣ  is calculated by the formula: 

                                                           
2 The influence of the selection of the value for the T parameter is analysed in [6]. 
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 ݇పഥ   ൌ    ∑ ௙೔ೕ  ௞೔ೕ ೕ∑ ௙೔ೕ  ೕ  
 
 (1) 

 

where ݇௜ೕ denotes the number units of the aggregated traffic observed in T time 
interval at destination i and ௜݂ೕ  is the observed frequency of ݇௜ೕ. 

In using the statistical sampling method, both infinite and finite population approach 
may be applied. (In case of simulation of the traffic for long-run, the observation is 
characterised by a large number of T intervals and may be approximated by an infinite 
population, but the observation of simulation of one day probably may be modelled by 
using the finite population approach.) 

The mean aggregated traffic, mi, at a destination i can be calculated using the formula: 

 ݉௜ ൌ ݇పഥ േ ௜, ݉௜ܤ ,൛݉ଵ  א  ݉ଶ  , … , ݉ௗൟ (2) 

where ݇పഥ  is the mean aggregated traffic of the sample (frequency distribution), Bi is 
the allowable error for determination of the mean mi at destination i. 

The sample size which is necessary to define the mi with the precision Bi depends on 
the method of sampling too. 

Let us examine the application of the simple random sampling (SRS) method which 
has the advantages that requires minimum knowledge of population and free of possible 
classification errors. The sample size for SRS samples without replacement from an 
infinite population may be calculated according to the formula: 

 ݊ ൌ ௭మఙమ஻మ  (3) 

where n is the required sample size, σ denotes population standard deviation, z is the z 
score determined for a specific confidence level and B is the allowable error. 

The sample size for SRS samples without replacement from a finite population with 
finite population correction factor may be determined as: 

 ݊ ൌ ఙమேሺಿషభሻಳమ೥మ ା஢మ (4) 

where N is the population size. 

Let us see an example of sampling analysis of the aggregated traffic at a destination: 
the aggregated traffic is measured in packets, the length of T interval is 5sec, the 
required confidence level is 95% (z0.05 = 1.96), the allowable error B = 10 packets, the 
finite population sizes are N=17280 and N=120960 (according to the 1-day and 7-day 
long observation intervals). 

The value of the population standard deviation is determined using an estimate: using 
the GAM (General Application Model) transaction parameters of TFA [6] for ay 
connected to the node hx the range of the aggregated traffic may be determined. (The 
GAM parameters which can be used for the determination of the range are: ௣ܰሼ௦ ௥⁄  ሽሺݐݐሻ  
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the number of packets sent or received by the application during a transaction of the 
given type, ்ܰ௥௉஽ ሺݐݐ,  ሻ  the number of transactions performed by an applicationݕܽ݀
from the given transaction type on a given day of the week, ்ܫ௥ ሺݐݐ, ,ݕܽ݀  ሻ  the݁݉݅ݐ
probability density function describing the time distribution of the transactions of the 
given type on the given day of the week.)  

For the example, the range of the aggregated traffic determined this way is 290 
packets for 5 sec, thus – according to the estimation based on Chebyshev’s theorem – s 
(sample standard deviation) ؆ range/4 ؆ 72.5 packets ؆ ߪ.  

Thus, the sample sizes for SRS sampling from finite populations are:  ݊ேୀଵ଻ଶ଼଴  ൌ 199.60 ؆ 200 and ݊ேୀଵଶ଴ଽ଺଴  ൌ 201.59 ؆ 202 (after rounding it is the 
same size as the sample size for SRS sampling from infinite population: ݊ ൌ 201.92 ؆202). After performing the sampling according to the determined sample size, it can be 
asserted with 95% confidence that the mean aggregated traffic m at the examined 
destination can be calculated as ݉ ൌ ത݇ േ 10  packets, where ത݇ is the mean aggregated 
traffic of the sample. 

The sample sizes should be determined for each destination of ay according to the 
method described in the previous example and the largest sample size should be used 
for sampling: 

 ݊ ൌ ,൛݊ଵ  ݌ݑݏ  ݊ଶ  , … , ݊ௗൟ (5) 

The use of other sampling methods may also be considered: 

If there is more available preliminary knowledge about the behaviour of the 
aggregated traffic generated by the application model, then, for example, the stratified 
sampling method may be used. Applying this method the variability of data within 
strata, as well as their size may be taken into account. 

The approach of sampling based on the expert judgment and on convenience – that is 
on non-probability considerations – may simplify the execution of sampling. (Using the 
expert judgement approach, for example, one or more typical or critical intervals for 
observation are selected and the sampling is executed taking into account the necessary 
warm-up intervals for the simulation. The approach using the convenience 
considerations may mean, for example, using only the intervals for which data have 
been collected.) The disadvantage of this approach is the occurrence of uncontrolled 
bias in sampling. 

5. Determining the size of the routing unit 
Now, let us formulate the requirements for SRU. Let us use TFA application models in 

the ATTM: the aggregated traffic in the examined network is generated by the GAM of 
TFA. Let SRU be the size of the unit of the traffic that can be handled together for the 
given type of applications connected to the given node. If the SRU is increased then the 
amount of the necessary computations will be decreased but the resolution of the traffic 
is decreased thus the uncertainty will be increased and the reliability of the results will 
be decreased.  
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How to find a compromise? Let us call for help the chi-squared test for “goodness of 
fit”. 

The calculation for the ߯ଶ-test is expressed by the formula: 

 ߯ଶ ൌ ෎ ሺ௞ೕି௡כ௣ೕሻమ௡௣ೕ
௥
௝ୀଵ  (6) 

where kj is the observed frequency in class j, pj is the expected hypothetical 
probability for class j, n is the number of observations, r is the number of classes, the 
grade of freedom is r-1 and of course ∑ ௝௥௝ୀଵ݌ ൌ 1 and ∑ ௝݇ ൌ ௥௝ୀଵכ݊ . 

According to the logic of the test, a hypothesis is evaluated: for example if the value 
of the test statistic is large enough (at a determined level of significance) to lie in the 
critical region of the test the null hypothesis is rejected and it is concluded that the 
theoretical expected distribution is not a good fit to the observed distribution. 

The necessary sample size – in order to have a good approximation to a chi-squared 
distribution – may be determined according to the inequality ݊݌௝ ൒ 10  (which is well 
known from statistics) where pj is the minimum of the expected theoretical probability. 

For further consideration, let us use the frequency distributions observed at 
destinations during the ATTM DES work sampling described in the previous point. 

The observed DES-sampling frequency distribution at destination i is ௜݂௔೤ೣ  
( ௜݂௔೤ೣ א  ൜ ଵ݂௔೤ೣ ,  ଶ݂௔೤ೣ , … , ௗ݂௔೤ೣ ൠ), the sampling mean aggregated traffic at destination i is mi 

(݉௜ ,൛݉ଵ  א  ݉ଶ  , … , ݉ௗൟ) Let us calculate the expected probabilities using the observed 
DES-sampling frequency distributions taking into account the number of classes for the 
expected hypothetical distribution. The probability of class j calculated this way at 
destination i is  ݌௜ೕ, ݌௜ೕ ,௜భ݌ቄ  א ,  ௜మ݌  … ,  ௜ೝቅ. Now, let us use these probabilities to݌
determine the necessary sample sizes. The minimum probability at the destination i may 
be expressed as: 

 ݅݊  ݂  ቄ݌௜భ, ,  ௜మ݌  … , ,௜ೕ݌ … ,  ௜ೝቅ (7)݌

Thus – using the inequality ݊݌ כ௝ ൒ 10  (that is  ݊݌כ௜ೕ ൒ 10 ) – the necessary sample 
size at destination i may be expressed as follows: 

 ݊௜כ ൒ ଵ଴௜௡௙  ቄ௣೔భ, ௣೔మ  ,…,௣೔ೕ,…,௣೔ೝቅ , ݊௜כ ,כ൛݊ଵ  א  ݊ଶכ   , … , ݊ௗכ ൟ, ሺ݆ ൌ 1, 2, … ,  ሻ (8)ݎ

Now, taking into account the observed means of the aggregated traffic at destinations of ܽ௬௫, the number of required RUs for ܽ௬௫ may be determined using the following formula: 

 ோ௎௔೤ೣ ൒ ௜݌ݑݏ   ቐ భ೔೙೑  ൜೛೔భ, ೛೔మ  ,…,೛೔ೕ,…,೛೔ೝൠ ∑ ௠ೞ೏ೞసభ௠೔ ቑ   (9) 
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where  ݉௜ ,൛݉ଵ  א  ݉ଶ  , … , ݉ௗൟ, ሺ݅ ൌ 1, 2, … , ݀ሻ. 

In ோ௎௔೤ೣ  is taken into account – because of the definition of ATTM –  the weight (݉௜) 
and the shape (݊௜כi) of every route for ܽ௬௫ destinations. 

The required SRU for the given type of application ay connected to the node hx in 
ATTM may be calculated according to the inequality: 

 ܵோ௎௔೤ೣ ൑ ೠೌ೤ೣ 
ೃೆೌ೤ೣ  (10) 

where ௨௔೤ೣ  is the amount of traffic (measured in packets or in bits) that has to be 
transferred in transactions generated by ay. 

6. Refining the routing unit size determination 
The traffic model is always an aggregated traffic model, that is, it represents the 

complete traffic of a given type of applications that are connected to the given node. In 
the aggregated traffic model of TFA, the traffic of all application models of the same 
class – that is the traffic of the same class – connected to the given node is modelled 
together. 

In order to refine the determination of SRU, let us examine the determination of SRU 
together with the classes of traffic of TFA. 

The traffic in TFA may be expressed using the following formula: 

  ൌ ڂ ڂ ୀ૚ࢗࡽୀ૚࢜ࢂ࢜ࢗ  (11) 

where ܸ is the number of nodes, ܳ is the number of traffic classes, ࢜ࢗ is the traffic 
generated by the application model ܽ௤௩, and   is the whole traffic generated by the GAM 
of TFA. To increase the number of RUs for traffic ࢜ࢗ ሺ ோ௎೜ೡ) means the change of the 
SRU parameter of the application model ܽ௤௩ generating the traffic of class ݍ   for node ݒ   
( ோ௎೜ೡ ൌ  ோ௎௔೜ೡ ). 

6.1. Introducing metrics for evaluation 

To be able to determine good enough values for SRU that take into account the traffic 
classes too it is necessary to introduce tools to measure the features of a given spatial 
distribution of the traffic in TFA. 

The capacity matrix K = [kij] describes the capacity of nodes and lines in the 
examined network. The capacity matrix is a V*V matrix, where V is the number of nodes 
in the examined network. Matrix element kii is the routing capacity of node i (measured 
in packets per second), and matrix element kij, where i≠j is the transmission capacity of 
the line from node i to node j, measured in Mbit/s. If there is no transmission line from 
node i to node j then kij = 0. 
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The results of the TFA are described by the traffic matrix T = [tij]. Matrix element tii 
describes the result of TFA for node i: both the packet-throughput distribution (Pii) and 
the delay distribution (Dii) of TFA resulted in node i, and matrix element tij describes the 
result of TFA for the line from node i to node j: both the bit-throughput distribution (Pij) 
and the delay distribution (Dij) of the line from node i to node j. 

To evaluate TFA distribution procedure from the point of view of utilisation of the 
network elements, let us determine the utilisation matrix U = [uij] that gives us the 
evaluation of the load of every node and link: 

uii = (the average number of packets - defined by the arithmetic mean of the load in 
the steady state - for the node i)/ kii , 

uij = (the average number of Mbits - defined by the arithmetic mean of the load in the 
steady state – for the line from node i to node j)/ kij . 

For the evaluation of the uncertainty of results of the given spatial distribution, the 
sample evaluation matrix S = [sij] is introduced. Matrix elements may have the 
following values:  

sii, sij = 3, small sample, if the number of RUs through a given or line < SS 

sii, sij = 2, medium sample, if the number of RUs through a given node or line is 
between SS and SL, SS ≤ the number of RUs ≤ SL 

sii, sij = 1, large sample, if the number of RUs through a given node or line > SL  

The matrix element sij = 0 for an application if there was no RU sent through line 
from node i to node j and sij = 0 for all applications if there is no line from node i to 
node j as it is sure that there is no traffic on a non-existing line. 

For the S matrix to be used, the limits SS and SL should be determined for applications: 
SL may be got from the RU defining procedure described in the previous points, the 
value SS may for example be determined according to the sample size to be a small 
sample for sampling (30). 

6.2. Increasing the number of routing units  

Let us examine some typical conditions where it is necessary to increase the number 

of RUs for traffic ࢜ࢗ ሺ ோ௎೜ೡ  ). 
Condition of high uncertainty (HU) of traffic distribution: after evaluation of the S 

matrices, it may be found that: 

௜௜ሺݏ௜௜ሺ׌  ೜ೡሻ ൌ 3 ሻ ש  ௜௝ሺݏ௜௝ሺ௜ஷ௝ሻሺ׌ ೜ೡሻ ൌ 3 ሻ (12) 

which expresses that there has been measured small sample in the distribution of 
traffic ࢜ࢗ. 

Condition of uncertain utilisation (UU): after evaluation of the U matrix and the S 
matrices, it may be found that: ׌௜௜ሺݑ௜௜ ൐ ܷ௡௢ௗ௘ ר ሺ׌ ೜ೡሺݏ௟௟൫ ೜ೡ൯ ൌ 2ሻ ש ׌ ೜ೡሺݏ௟௡ሺ௟ஷ୬ሻሺ ೜ೡሻ ൌ 2 ሻሻ  ש



11 

ש  ௜௝ݑ௜௝ሺ௜ஷ୨ሻሺ׌ ൐ ௟ܷ௜௡௘ ר ሺ׌ ೜ೡሺݏ௟௟ሺ ೜ೡሻ ൌ 2ሻ ש ׌ ೜ೡሺݏ௟௡ሺ௟ஷ୬ሻሺ ೜ೡሻ ൌ 2   ሻሻ (13) 

which means that the limit defined for utilisation of the network elements has been 
exceeded (limit for nodes Unode or limit for lines Uline) together with a medium sample of ࢜ࢗ in the network. 

Condition of uncertain delay (UD): after evaluation of the T matrix and the S 
matrices, it may be found that: 

׌  ೜ೡሺܦ ೜ೡ ൐ ௟௜௠௜௧൫ܦ ೜ೡ൯ ר ሺ׌ ೒೓ሺݏ௜௜൫ ೒೓൯ ൌ 2ሻ ש ׌ ೒೓ሺݏ௜௝ሺ௜ஷ୨ሻ൫ ೒೓൯ ൌ 2 ሻ (14) 

which expresses that the delay limit defined for ܦ) ࢜ࢗ௟௜௠௜௧൫ ೜ೡ൯) has been exceeded 
together with a medium sample of gh in the examined network. 

6.3. Routing unit determination with the analysis of traffic classes 

Now, let us examine an example of the routing unit determination based on the 
analysis of traffic classes. In the example, the capacities of a network should be 
examined from the point of view of capacity needs of different classes of traffic 
generated by IP communication services on the network, taking into account the QoS 
(Quality of Service) requirements for IP communication services. 

The traffic classification used in the example is similar to the classification described 
in IP Capacity Planning (IPCP) Framework [2] – the traffic is classified depending on 
the degree of delay tolerance – with the difference that the class for real-time traffic has 
been divided into two classes for the examination, according to the traffic volume level 
that has to be propagated: 

Traffic class 1 – high-volume real-time traffic (e.g. video services) 

Traffic class 2 – low-volume real-time traffic (e.g. voice) 

Traffic class 3 – low-delay tolerant traffic (e.g. web browsing) 

Traffic class 4 – high-delay tolerant traffic (e.g. FTP) 

In the TFA modelling, the traffic classes 1 and 2 are examined with the condition of 
high network availability (because of their strict delay requirements) and traffic classes 

3 and 4 are examined with decreased available network capacities (providing the 
network is capable to manage the situation). The fulfilment of QoS requirements 
(specified by the ITU (International Telecommunication Union) for each service class) 
is examined through the allowable delay for the traffic class using the resulting delay 
distributions of TFA. 

The examination starts with the statistical determination of SRUs, decision about SS 
and SL values and determination of U and D limitations (the capacity of the network is 
defined by the K matrix). The following steps of the TFA examination (Step-1 - Step-4) 
are not precise descriptions of the examination steps but they tend to be an illustration 
for the use of routing unit number-decisions in the process of examination: 

 

Step-1 
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TFA examination of the network with traffic load ௌ௧௘௣ିଵ ൌ ڂ ଵ௩௏௩ୀଵ  (i.e. the high-
volume real-time traffic  

Execution of the spatial distribution: SRU decisions with the examination of HU, UU 
and UD conditions  

Delay evaluation according to QoS requirements 

Step-2 

TFA examination of the network with traffic load ௌ௧௘௣ିଶ ൌ ڂ ڂ ௤௩௏௩ୀଵଶ௤ୀଵ  (i.e. the 
high-volume and the low-volume real-time traffic together) 

Execution of the spatial distribution: SRU decisions with the examination of HU, UU 
and UD conditions  

Delay evaluation according to QoS requirements 

Step-3 

TFA examination of the network with traffic load ௌ௧௘௣ିଷ ൌ ڂ ଷ௩௏௩ୀଵ  (i.e. the low-
delay tolerant traffic) 

The decreased available network capacity for the traffic class 3 is calculated as 
follows: 

 ݇௜௜ሺ ೄ೟೐೛షయሻ ൌ  ݇௜௜  (1-ݑ௜௜ ሺ ೄ೟೐೛షమሻሻ, ݇௜௝ሺ ೄ೟೐೛షయሻ ൌ  ݇௜௝  (1-ݑ௜௝ ሺ ೄ೟೐೛షమሻሻ (15) 

Execution of the spatial distribution: SRU decisions with the examination of HU, UU 
and UD conditions  

Delay evaluation according to QoS requirements 

Step-4 

TFA examination of the network with traffic load ௌ௧௘௣ିସ ൌ ڂ ସ௩௏௩ୀଵ  (i.e. the high-
delay tolerant traffic) 

The decreased available network capacity for the traffic class 4 is calculated as 
follows: ݇௜௜ሺ ೄ೟೐೛షరሻ ൌ  ݇௜௜ሺ ೄ೟೐೛షయሻ (1-ݑ௜௜ሺ ೄ೟೐೛షయሻ ሻ, ݇௜௝ሺ ೄ೟೐೛షరሻ ൌ  ݇௜௝ሺ ೄ೟೐೛షయሻ  (1-ݑ௜௝ሺ ೄ೟೐೛షయሻ ሻ(16) 

Execution of the spatial distribution: SRU decisions with the examination of HU, UU 
and UD conditions  

Delay evaluation according to QoS requirements 

Remark: Of course, a better utilisation of the network may be achieved with the same 
QoS parameters if the traffic in the network (with all the traffic classes) is handled 
together. 
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7. Conclusions 
We have defined a tree model of the aggregated traffic (ATTM) in the examined 
network and based on this model, a statistical algorithm – which serves for the 
determination of the size of the routing unit of TFA – has been introduced. 

We have introduced formal description for the networks and traffic conditions such as: 
capacity, cost, traffic and utilization matrices as well as metrics for the difference of the 
traffic and utilization matrices. 

On the basis of the statistical constraints on sample size, we have introduced the sample 
evaluation matrix, the elements of which express if the number of RUs are high enough 
for a given node or line. 

We have shown how the SRU can be dynamically controlled during the spatial 
distribution phase of TFA. 

We have also shown on an example how the QoS parameters of traffic classes can be 
taken into account in determining SRU. 

We conclude that with our results on the appropriate choice of the SRU of TFA, these 
methods have been matured for implementation. 
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