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ABSTRACT 

This paper investigates an important algorithm that is 
used in both the Traffic-Flow Analysis and the Entity 
Flow-phase Analysis. These methods are similar to each 
other and can be used for the fast and approximate 
(performance) analysis of Information and Communica-
tion Technology (ICT) systems and Business Process 
(BP) systems.  Both methods contain an algorithm for the 
spatial distribution of the traffic (or entities) in the 
system. It is shown how the error of the spatial 
distribution can be measured, and the effect of the so 
called size of routing unit parameter of two algorithms is 
investigated.  

INTRODUCTION 

Performance Analysis Methods 

Discrete-Event Simulation (DES) is a widely used method 
for the performance analysis (Jain 1991) of Information 
and Communication Technology (ICT) systems and 
Business Process (BP) systems. There are a large number 
of various methods used to describe the behaviour of 
complex systems (Banks et al. 1996; Bratley et al. 1986; 
Jávor 1985; Jávor 1993). The simulation of large and 
complex systems requires a large amount of memory and 
computing power that is often available only on a 
supercomputer.  Efforts are made to use multiprocessor 
systems or clusters of workstations. The conventional 
synchronisation methods for parallel simulation (e.g., 
conservative, optimistic) (Fujimoto 1990) use event-by-
event synchronisation and they are unfortunately not 
applicable to all cases, or do not provide the desirable 
speedup. The Statistical Synchronisation Method 
proposed by Pongor (Pongor 1992) does not exchange 
individual messages between the segments but rather the 
statistical characteristics of the message flow. This 
method can produce excellent speed-up (Lencse 1998) but 
has a limited area of application (Lencse 1999).  

The fast (preliminary and approximate) performance 
estimation can be very useful in the early design state of an 
ICT or a BP system. We have proposed the Traffic-Flow 

Analysis (Lencse 2001) for the rapid performance 
estimation of ICT systems and the Entity Flow-Phase 
Analysis (Lencse and Muka 2006) for the fast investigation 
of BP systems.  

Traffic-Flow Analysis 

TFA is a combination of simulation and analytical and/or 
numerical methods. While the traditional discrete-event 
simulation models the travelling of each packet through the 
network, TFA uses statistics to model the networking load 
of applications. TFA works in two steps: 

� In the first step, the method distributes traffic (the sta-
tistics) in the network, using the normal routing rules 
of the network. 

� In the second part, the influences of the finite line and 
switching-node capacities are calculated. 

The important features of TFA: 

� The results are approximate but the absence or the 
place of bottlenecks is shown by the method. 

� The execution time of TFA is expected to be signifi-
cantly less than the execution time of the detailed 
simulation of the system. 

� TFA describes the steady state behaviour of the 
network. 

Entity Flow-phase Analysis 

EFA has been derived from TFA by applying the TFA 
principles for BP systems. Methods of EFA (one-phase-
method and multi-phase-method) are based on the same 
principles as TFA, only the interpretation of the model 
elements is different. The statistics represent entities (not 
messages) and the interpretation of the routing is also 
different. While the packets of a network usually do not 
multiply, the entities may fork (and the descendants must 
meet somewhere) or split (and the descendants live their 
own life separately); see more details in (Lencse and Muka 
2006). 

From now on we will focus on TFA, knowing that our 

results can also be applied for EFA. 

Though it is not absolutely necessary, we encourage the 
reader of this paper to read the original paper on TFA 
(Lencse 2001) for the deeper understanding of the 
remaining part of this paper. 



THE PROBLEM OF SPATIAL DISTRIBUTION  

TFA is a general method, and can be used with any traffic 
model that satisfies the requirements of TFA for the traffic 
model. In the original paper, we proposed bit-throughput 
distribution and packet-throughput distribution (practically 
histograms) as traffic models to model the traffic on the 
lines and in the nodes, respectively. 

The traffic model is always an aggregated traffic model, 
that is, it represents the complete traffic of a given type of 
applications that are connected to the given node. For 
example it represents the full traffic (in both directions) of 
35 FTP applications that are connected to a router (by 
switches). If static routing is used, we can handle the 
complete traffic of the before mentioned 35 FTP 
applications (or 100 web browsers or any other type of 
applications) together: we must route only one statistics 
package through the network (containing the two types of 
histograms). However, if we have adaptive routing, then the 
traffic of a given type of application should not be handled 
together, rather it must be routed in multiple packets, each 
of which represent a given portion of the traffic of the given 
type of application connected to the given node. When 
determining the size of the routing unit (SRU) we must con-
sider the following issues: 

The larger SRU we choose, the fewer statistics packages are 
to be routed in the first phase and the less traffic model 
addition is to be performed in the second phase of TFA. 
However, if SRU is too large, the spatial distribution of the 
traffic may considerably differ from the one that is formed 
in the detailed simulation of the system (and from the one 
in the real system). If SRU is small, the spatial distribution of 
the traffic may be quite precise, but the larger amount of 
messages to be routed and traffic models to be added slow 
down the analysis. The choice of SRU must be a reasonable 

compromise (between the contradicting requirements) that 

is made in the knowledge of the whole system modelled. 

To be able to determine a good enough value for SRU, we 
need to introduce a measure that expresses how good or bad 
a given spatial distribution of the traffic in TFA is, that is 
how well the given spatial distribution in TFA  
approximates the spatial distribution of the traffic in the 
detailed (packet-by-packet) discrete-event simulation of the 
system. 

Before the presentation of the method that we propose for 
the good choice of SRU, we introduce some formalism in the 
next sections. 

FORMALIZATION AND INTRODUCING METRICS 

The capacity matrix K=[kij] describes the capacity of 
nodes and lines. The capacity matrix is an n*n matrix, 
where n is the number of nodes in the network. Matrix 
element kii is the routing capacity of node i (measured in: 
packets per second), and matrix element kij, where i≠j is the 
transmission capacity of the line from node i to node j, 
measured in Mbit/s.  
If there is no transmission line from node i to node j then 

kij = 0. 
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The cost matrix C=[cij] defines the cost of communication 
through the network. Matrix element cii is the cost of the 
routing of a packet in node i and cij (i≠j) is the cost of 
transmission of 1Mbit of information through the line from 
node i to node j. If there is no line from node i to node j 
then cij = 0. 

The communication through the network is described by 
the traffic matrix T=[tij]. Matrix element tii describes 
result of TFA for node i: both the packet-throughput 
distribution and the delay distribution of TFA resulted in 
node i, and matrix element tij describes the result of TFA 
for the line from node i to node j: both the bit-throughput 
distribution and the delay distribution of the line from node 
i to node j. 

For the evaluation of the results of the TFA distribution 
procedure, let us determine the empirical load (utilization) 

matrix R=[rij], that gives us the simulation based load of 
every node and line: 

rii = (the average number of packets for the node i)/ kii 

rij = (the average number of Mbits for the line i→j)/ kij . 

When different applications give us different matrices, then 
we can interpret the distance of these. 

Let this be: 
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This way for example, we can calculate whether the 
increased accuracy gained from the more detailed 
simulation is proportional to the increased processor time 
usage. 

For the second phase of TFA we perform summation of 
traffic/load (see Lencse 2001). We may also decide to 
compare the resulting distributions. 

In case of the comparison of distributions, it is advised to 
use the statistical distribution fitting method (χ2 test, 
Hunyadi at al. 1996)). 

Then the distance of the distributions is: 

( ) i
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where gi is the observed and fi is the expected frequency for 
bin i. 



Note that in case of d < 16,9 the distributions are 
considered equal, with confidence level of 95%. 

For the evaluation of the results of the TFA, we introduce 
the sample evaluation matrix S=[sij]. Matrix elements 
may have the following values: 

sii, sij = 3, if the number of RUs through a given node or 
line < 30 

sii, sij = 2, if the number of RUs through a given node or 
line ≥ 30 but ≤ 200 

sii, sij = 1, if the number of RUs through a given node or 
line > 200 

sij = 0, if no line exists from node i to node j . 

To compare results, we have to summarize all the elements 
of the S matrix. The lower result is better because the 
number shows the level of uncertainty. 

The weighted sample evaluation matrix W=[wij] can be 
derived from matrix S just multiplying the elements of S by 

kij/cij. The meaning of this multiplication is that, in general, 
it is more important to have more precise results on large 
line or node capacities, and the increasing cost is decreasing 
the weight of a line or node. 

The alternative weighted sample evaluation matrix 
V=[vij] can be derived from matrix S just multiplying the 
elements of S by 1/(1-rij). The meaning of this multiplica-
tion is that the less spare capacity we have, it is the more 
important to have more precise results. 

A support matrix B=[bij] may also be useful in the analysis. 
Matrix B is a bitmap of the analysed network: 

bii, bij = 1, if there was RU travelling through the given 
node or line, 

bii, bij = 0, if there was not any RU travelling through the 
given node or line . 

REVEALING THE ROUTING PROPERTIES 

We examine a data communication network with nodes 
and lines between the nodes.  

The aim of the routing is to transmit the information 
through the network with the least cost and within the 

shortest time. 

TFA can be used with any routing method; the routing 
algorithm is the part of the network not of TFA. 

Introducing Statistical Constraints 

In statistics (Hunyadi at al. 1996) a sample consisting N 
elements is called as a small sample, when N < 30. Above a 
couple of hundreds the sample is a large sample and 
between these boundaries the sample may be looked as an 
average sample. 
The results of simulation are reliable if the number of RUs 
travelling through a node or a line is at least a several 

hundred from an application. 

According to considerations mentioned before, the SRU 
should be determined as to generate at least 200 statistical 
packages for a given type of application, otherwise the 
weight of coincidence would be too high, and the 
simulation results would not reflect the data or entity traffic 
on the network correctly. 

Analysing the Routing Behaviour: Building the Routing 

Decision Tree 

To model the decision process of the routing algorithm we 
use a decision analysis tool, the decision tree (Littlechild 
and Shutler 1991), and call it Routing Decision Tree 
(RDT). 

We have to reveal the behaviour of the routing algorithm in 
the network. 

Starting approach: 

� If we have simulation results we may use it to construct 
the RDT 

� If we have measurement results we may analyse it and 
then use the results to construct RDT . 

Testing the Network 

We make detailed simulation of the network during an 
appropriate test interval (IT) of the examination interval T. 
(IT may be equal, for example, to 20% of T and may 
contain intervals considered to be typical.)  
Important: the track (the sequence of nodes and lines for 
every application and every unit (packet/entity) sent by an 
application) for each application and for all of the units sent 
should be remembered. 

Now, we consider stopping criteria for the test: 

Stopping criterion (S.1) for an application: 

� If the number of units sent by an application through 
all of the lines on the routes of an application ≥ 200, or 

� IT has been spent . 

Stopping criterion for the test process: 

� Stopping criterion for all applications has been reached 
or 

� IT has been spent . 

A weak stopping criterion may result in a less precise 
routing description. 

Weak stopping criterion (S.2.1): stopping criterion based 
only on line data: 

� Number of units from all applications taken together on 
all of the lines >200 . 

Weak stopping criterion (S.2.2): stopping criterion based 
only on line data: 

� Through some satisfactory portion (let us say 80%) of 
the lines the number of units sent > 200 and there are 
no new lines involved during the last significant inter-



val (let us say during the last 5% of IT matrix B is un-
changed) of the test . 

Weak stopping criterion (S.3): stopping criterion based only 
on applications: 

� All of the applications have sent units > 200. 

Differential stopping criterion (S.4) (may be combined with 
other criteria): 

We build up the R matrix: 

� Send units 

� Build R1 

� Send more units 

� Build R2 

� Calculate the distance of R1 and R2 

� If the distance < lower limit, then stop. 

After the test phase, based on track data, we construct 
RDTs. 
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Figure 1.  Routing Decision Tree 

RDT in Figure 1 shows the probability (percentage) based 
decisions made by nodes on the route starting from the 
source node (ni) to the destination nodes (nj, …, nj+d). 

If there are parallel edges in the tree we split them and 
remember frequencies separately towards the destination 
(Figure 2). 

In case of EFA, we may think about even the replacing of 
the original routing with RDT. 

Based on the frequencies got from the test phase the SRU for 
an application ak may be calculated:  
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Figure 2.  Splitting Edges in Routing Decision Tree 

PERFORMING SPATIAL PHASE 

Using SRUs, calculated in the previous way, we perform the 

spatial distribution phase of TFA. 

About Dynamic Control of SRU: Increasing-Decreasing 

Decisions During Spatial Phase 

Increase SRU: during the last significant part of distribution 

there was no change in the set of lines (routing seems to be 

static) for all of the applications or for one application. 



Decrease SRU one: a new line occurred in the set of lines 

(there was a change in any element of matrix B). The new 

line has to be inserted into the RDTs and a new SRU should 

be calculated. 

Decrease SRU two: in the end if the number of RUs < 200 

for a line or a node we may decide to recalculate SRUs and 

repeat the process. 

We may also consider using RUs with different sizes on 

different lines. For example, it may be useful to use smaller 

RUs in the case of lines in critical or overloaded state. To 

use smaller RUs instead of the ones that arrived to a given 

line, a RU conversion should be made before entering the 

line. 

If we need to use smaller RUs than we have, we generate 

smaller RUs (for example with exponential distribution) 

that together represent the same amount of traffic as the 

original RU represented. 

If we need to use larger RUs then we have, some smaller 

RUs are replaced by a larger one. Of course, we can do it 

only if the smaller ones are present together at a given point 

of the network, for example waiting in a queue. 

Evaluation of Results 

If we have detailed simulation results then using R we may 

compare TFA results to detailed simulation results: the 

closer the results are to detailed simulation results the better 

the TFA results may be considered. 

The sample evaluation matrix S (together with W and V) 

may be used to analyse the reliability of results. 

CONCLUSIONS 

We have introduced formal description for the networks 

and traffic conditions such as: capacity, cost, traffic and 

utilization matrices as well as metrics for the difference of 

the traffic and utilization matrices. 

On the basis of the statistical constraints on sample size, we 

have introduced the sample evaluation matrix, the elements 

of which express if the number of RUs are high enough for 

a given node or line. 

We have given a method, how to calculate the SRU by using 

the Routing Decision Tree and detailed simulation for an 

appropriate (short) period of time.  We have also given dif-

ferent stopping criteria for the simulation. 

We have shown how the SRU can be dynamically controlled 

during the spatial distribution phase of TFA or EFA. 

We conclude that with our results on the appropriate choice 

of the SRU of TFA or EFA, these methods have been ma-

tured for implementation. 
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