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ABSTRACT 

 

A new method, the time decomposition in modified concep-

tual models (MCM) is described. There are introduced two 

approaches to model the function execution time in MCMs, 

necessary to decomposition: the execution-state approach 

and the execution-path approach. There are also described 

transformations necessary to manage the resolution of 

MCMs. There is also introduced the concept of preliminary 

simulation to the time decomposition of MCMs in process 

simulation environment. There is given an example of using 

decomposition results to support sequential-parallel simula-

tion decisions increasing the efficiency of simulation. 

 

INTRODUCTION 

 

Efficiency of Simulation Projects 

 

The efficiency of simulation projects aimed to support the 

design of Information and Communication Technology 

(ICT) and Business Process (BP) systems in an organisation 

is influenced by some key factors: 

These projects usually begin with an unstructured, “soft” 

situation because of the compound system of goals and dif-

ferent roles of the participants (Checkland 1989, Sierhuis 

and Clancey 2002; Warmerdam and Bredveld 2003). 

Common analysis of ICT and BP systems may have advan-

tages but in this case we need to have methods with a dou-

ble feature that is appropriate for both types of systems.  

(For example, Warmerdam and Bredveld express a clear 

need to have methods dealing with the double feature when 

describing the BSM (Business Service Management) 

method (Warmerdam and Bredveld 2003): by the BSM 

method the current and future BPs and their requirements 

(service-level requirements) should be matched with the 

performance and availability of ICT systems required to 

support them, together with the BPs operating the ICT sys-

tems.) 

In our previous papers (Muka and Lencse 2006, Muka and 

Lencse 2007; Lencse and Muka 2007) we outlined a set of 

methods, the modified conceptual model (MCM) approach, 

the meta-methodology coping with the unstructured aspect 

and with the double feature of the simulation projects, out-

lined above. 

In this paper we deal with other key factors of efficiency: 

the problem of finding the right resolution of a model and 

also finding the right simulation execution methods (se-

quential and parallel). 

Our proposal to answer these questions is the method of 

time decomposition in modified conceptual models, ad-

dressing the problem of model resolution and supporting 

the decision on the use of sequential and parallel simula-

tion helping in speeding up the simulation. 

 

CONCEPTUAL MODELS 

 

Traditional Conceptual Models 

 

Soft Systems Methodology (SSM) was developed to be 

used with unstructured problems, defined by Jackson and 

Keys (Jackson and Keys 1984, Jackson 1991), in Human 

Activity Systems (HAS) (Checkland 1989, Checkland and 

Scholes 1990). The outcome of SSM may also be used with 

information system analysis and design (Curtis 1989). 

The traditional process of SSM consists of seven stages: 1. 

Entering the Problem Situation, 2. Expressing the Problem 

Situation, 3. Identifying Relevant Systems, 4. Developing 

Conceptual Models, 5. Comparing Conceptual with Actual, 

6. Defining Changes, 7. Implementing Agreed Changes. 

The central idea of SSM is the conceptual model of HAS. 

Conceptual models are the views of what exist and not mod-

els of what exist in the real world. 

The main elements of conceptual models are key activities 

representing subsystems of the system. The selected set of 

subsystems with their logical connections is the conceptual 

model. The set of conceptual models with defined connec-

tions among them form a system of conceptual models. A 

hierarchy of conceptual models can be found when replac-

ing a first-level conceptual model of a subsystem with its 

detailed conceptual model. 



 

Modified Conceptual Models 

 

In our previous paper (Muka and Lencse 2006), using ideas 

of Gregory (Gregory 1993) about necessary and sufficient 

conditions and also “temporal relations” in conceptual 

models as the starting approach, we have described the 

modified conceptual models (MCM) with extended harden-

up elements to SSM conceptual models, focusing on the 

design of information systems in an organisation. 

In an MCM a key activity is performed generally by an Or-

ganisational Process (OP) function or by an ICT system 

function, that is, any function in the organisation can be 

performed by some relevant organisational process (P sub-

system) with its human resources or by some relevant IT 

system (IT subsystem) with its technical resources. 

Thus MCM elements can be P-type or IT-type depending 

on what they represent, OP or ICT system function.  

An important feature of MCM is that any IT element in the 

model should be connected to a minimum of one P element 

in order to have its human resource connection. 

To the analysis of necessary and sufficient conditions in 

MCM, there were three defined element types: F, C and A, 

that is, PF, PC and PA for processes and ITF, ITC and ITA 

for IT systems.  

F (function) is an element performing basic function in the 

system; element C (condition) is providing condition func-

tion necessary to perform basic function; while A (agent) is 

an agent element ensuring the sufficiency (“motivational” 

condition) for the basic function to be completed. 

Virtual time was also introduced into MCM: virtual time is a 

time sequence assigned to an MCM by giving time labels to 

its elements. 

The virtual time of different MCMs may also be synchro-

nised through transient edges (logical connections between 

MCMs) and condition elements. 

In virtual time of MCMs the question of time decomposition 

may also be examined. 

 

TIMING IN MODIFIED CONCEPTUAL MODELS 

 

Execution Time in Modified Conceptual models 

 

Time label T given to an MCM element has the meaning 

that the event of “function is performed” takes place at T. 

Extending this definition, time label T may also denote an-

other event: the event of “performance of a function is 

started” takes place at T. 

To the analysis we may also choose the more appropriate 

definition. 

 

Time label of MCM Ti-1 denotes on earlier point of time 

then Ti but there is nothing said about the Ti- Ti-1 interval. 

To give an estimation about time intervals, we introduce the 

execution time of key activities (elements) into MCMs. 

 

Now, we describe timing definitions in conceptual models 

in a more detailed way: 

 

Timing of function (F) elements 

Ti may be the time label of the finishing event (the event 

when the function execution is finished) or time label of the 

starting event (the event when the function execution is 

started. 

If ∆Ti denotes the execution time of a function then in the 

case of a finishing event the execution starts at Ti-∆Ti, 

 

Timing of condition (C) elements 

The main feature of the timing of a condition is that the 

condition should be ready by the starting point of the execu-

tion. 

Setup time is the time interval necessary to prepare the con-

dition.  

Take-off time is the time interval while the given condition 

is provided after the function has been executed. 

It depends on the system itself whether the condition neces-

sary to be provided during the execution time. 

(For example, at a shooting championship it may take some 

time to set up the target to a shooter and it takes some time 

to take it off and to set up a new target to a new shooter.) 

It depends on the system itself whether the condition should 

be held or not during the function execution. It depends on 

the system too whether a C element gives a start or finish 

signal to an F element. 

 

Timing of agent (A) elements 

The agent time is the time during which the agent is used: 

the agent time in our definition is equal to the execution of a 

function. 

(For example a supervisor at a boxing match should monitor 

the fight and its conditions during the fighting just to moti-

vate the participants to keep to the rules. Before and after 

the fight monitoring is not necessary but possible.) 

 

Figure 1 shows a summary of the features of the function 

(subsystem) execution time. 

 

 
 

Figure 1 Elements of Function Execution Times 

 

Synchronisation and Execution Time 

 

Different MCMs can be connected through logical connec-

tions. These connections are realised by transient edges 



 

going between the MCMs and condition elements of 

MCMs. 

Through transient edges and condition elements virtual 

times of MCMs may also be synchronised. (This is the 

situation in the case of the Customer Help Desk (MCM1) 

and the Service Department (MCM2) shown in Figure 5. 

These are separate but cooperating departments.) 

Figure 2 shows an example for the execution time in syn-

chronised conceptual models MCM1 and MCM2. 

Let us examine the synchronisation of modified conceptual 

models MCM1 and MCM2: from function element FiMCM1 

goes a transient edge to CjMCM2 and after the execution of 

FjMCM2 it goes back to C(i+k)MCM1 . 

In case of synchronisation of MCMs the setup times of con-

dition elements (∆TjSETUP and ∆T(i+k)SETUP in Figure 2) used 

in synchronisation behave as execution time being in a se-

rial order with function execution times ∆Ti, ∆Tj and ∆T(i+k). 

The other feature of condition elements in synchronisation 

is that they get initialisation from other function MCM ele-

ments and they act as initialisation for function elements. 

(The situation is similar for condition element C9 in Figure 

6.) 

These timing features of different condition elements should 

be taken into account in the model building for time de-

composition. 
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Figure 2 Execution Time in Synchronised Modified Con-

ceptual Models MCM1 and MCM2 

 

RESOLUTION OF MODIFIED CONCEPTUAL 

MODELS 

 

Resolution of the models is an important factor from the 

point of view of efficiency of simulation: if the resolution is 

too low the necessary results cannot be reached but if the 

resolution is too high then we loose in modelling work and 

computing time. 

The most efficient resolution is a compromise between these 

two requirements. 

The appropriate level of resolution may be found by apply-

ing a set of transformations to the different parts of the 

model. 

 

MCM Transformation Methods 

 

Expansion may be used to increase resolution that is to 

show in greater details in MCM. 

Expansion of an IT element gives IT elements showing the 

internal structure of the original IT element. 

Expansion of a P element gives clearly P elements or P and 

IT elements 

Grouping and integration are transformations decreasing 

the resolution of MCM. 

Grouping is a transformation treating a group of elements 

together in modelling and also in simulation. 

Integration transformation makes from two or more element 

one model element. 

The main difference between grouping and integration is 

that grouping will not change the set of model elements, 

while integration will change it. 

 

SUN Transformation 

 

Now we examine how to increase the resolution of MCMs 

in the sense of showing different possibilities. 

In Figure 3 C2.1 – C2.5 show the SUN (sufficient but unnec-

essary) conditions for F2 as different realisation possibilities 

of condition C2. 

We suppose that C2.1 – C2.5 show all the possible realisa-

tions of the condition C2 within the model limitations, that 

is, they are exhaustive in the model. This type of a set of 

exhaustive conditions we call conceptionally exhaustive set 

of SUN conditions. 

The conceptionally exhaustive set of SUN conditions uses 

the limitations derived from the requirements and features 

of the MCM to set the boundaries in looking for the realisa-

tion possibilities of a condition.  

It means that instead of purely logical consideration (Greg-

ory 1993) we propose to operate on the requirements and 

features of MCM and of the system to be modelled too. 

 

Now, we describe an approach of using SUN condition 

elements in our modified conceptual models. 

The possibilities for SUN conditions may be collected in 

the following steps: 

� The interval boundaries for the given condition are 

defined depending on the model requirements 

� If it helps segments (sub-intervals and their boundaries) 

are defined between boundaries (Figure 3 shows seg-

ments SUN Segment1 and SUN Segment2.) 

� The realisation possibilities of the condition are listed 

for the segments 

� The set of SUN conditions is checked whether it is 

conceptionally exhaustive 

Let us see an example. If we want to by a flat then both the 

lower and upper limit to find SUN conditions may be given 

by the flat area: by the accommodation feature in the case of 

lower limit and by the “too-big-to-clear” feature in the case 

of the upper limit. 



 

In this case different SUN segments may be the different 

types of flats: a house with a garden, a flat in a living estate, 

etc. 

The conceptionally exhaustive feature of this set of SUN 

conditions may be from the condition that we decide to use 

the advertisements only from one internet agency. 

 

 
 

Figure 3 SUN Segments of Condition Elements 

If there is an exhaustive set of SUN conditions in the model 

then at least one member of the set is true. (Dashed line 

connections in Figure 3 show the “direct influence” of SUN 

conditions that is the working SUN condition is the condi-

tion of F2.) 

 

Transformations and Timing 

 

Grouping: the timing of the elements defines the timing of 

the group. 

Expansion and integration: the timing of the new elements 

should be defined first after the situation is the same then in 

case of grouping.  

SUN conditions: the realisation of different SUN conditions 

may give different execution times. The possibilities of a 

conceptionally exhaustive set of SUN conditions may be 

examined in serial manner, one-by-one, or in a parallel way 

as competing possibilities. 

 

TIME DECOMPOSITION IN MODIFIED CONCEP-

TUAL MODELS 

 

To the examination of the time decomposition we use two 

slightly different approaches: 

Execution-state view: the task processing is performed by 

the changing states defined by the elements of MCMs 

Execution-path view: the task travels through the concep-

tual model using a series of elements of MCMs 

 

Execution-state Model 

 

MCMs show the key activities or subsystems performing 

key activities of an organisational system. 

The execution of a business task initiated by a customer can 

be shown in MCMs.  

 

A task is a sequence of key activities initiated by an entering 

User Request in order to produce an Answer to the User 

when exiting the MCM. 

The execution-state is a set of active subsystems (F or C) 

that is subsystems which are taking part in the execution. 

When the system is in an execution state the execution of 

the task is assigned to this active state. 

During the execution of the task, from the Entry point of 

time till the Exit point of time there is a series of changing 

execution states, which are necessary to perform the task. 

The transition among the execution states is performed 

along the logical connections of the subsystems. 

A time slice is a time interval during which the execution of 

a task is assigned to its execution state. Time slices may be 

different. The time between the Entry and Exit points of 

MCMs can be shown as a sequence of time slices (Figure 

4). 
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Figure 4 Cumulated Execution Time  

Assigned to a Subsystem 

 

Figure 4 shows the cumulated time spent by a task in states 

(subsystems) Si and Si-1 during the execution. 

 

Now, let us express the execution time in formulas: 

 

Let us introduce the activity variable aij with the following 

meaning: 
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The time spent in the execution state i may be expressed 

with the formula: 
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tj is the length of time slice j (j=1,2,…,r) 

r is the number of time slices 

tSi is the time spent in execution state Si during the task exe-

cution. 

 



 

The full time can be found using the following formulas: 
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where 

n is the number of execution states. 

 

The following equation shows the decomposition of execu-

tion (system) time according to the execution state assign-

ment 

 

t = tS1+ tS2+ tS3+ … + tSn = tsystem ≥ texecution. 

 

If the execution is assigned to mutually exclusive states that 

is the set of execution states contains mutually exclusive 

elements, then  

 

tsystem= texecution. 
 

If parallel assignment is allowed (the states do not exclude 

each other mutually) the execution time may differ from the 

sum of time when the subsystems are active. In this case 

matrix element aij may be equal to 1 for different values of i 

at a given j. 

Decomposition supports the definition of the critical set of 

subsystems to be modelled. 

The system assignment time may be longer then the Entry-

Exit execution time of a task. 

Both the texecution and the tsystem are useful: 

� texecution is critical from the point of view of reac-

tion/answer time – that is where and how to decrease 

these parameters. 

� tsystem is critical from the point of view of resources used 

by the subsystem – that is how to use a reduced amount 

of resources. 

In a preliminary simulation we may take care of the prob-

lem of the parallel assignment that is, about the execution 

time overlapping by just collecting data on parallel assign-

ment too. 

In a measurement, based on historical data the data on par-

allel assignment may be missing thus special attention 

should be paid to the evaluation. 

 

Execution-path Model 

 

The execution path is a route along which the activating 

information (message) and/or entity travel in and between 

MCMs within the Entry and Exit points of time. 

 

The modified conceptual model can be described as a di-

rected graph MCM(F;C;A;E;TR;ENTRY;EXIT) 

where  

 

F, C, A are the set of function, condition and agent nodes 

respectively (the F, C and A sets may contain P-type or IT-

type elements) 

 

E is the set of directed edges of the given MCM 

 

TR is the set of directed transient edges, going to or coming 

from another MCM, that is transient edges connect elements 

in different conceptual models 

ENTRY, EXIT is the entry and exit edge. 

Thus the elements of an execution path may be: F and C 

elements of MCMs, E edges inside of MCMs, TR edges 

between the MCMs and ENTRY, EXIT edges to enter and 

leave the path. 

The time is elapsing in nodes while the edges do not cause 

any delay. 

Arrows of E, TR, ENTRY and EXIT edges show the direc-

tion of movement along the path. 

 

The sequence of MCM elements which are taking part in 

the task processing forms an execution path. 

These elements can be mainly function elements or condi-

tion elements in special cases and also logical connections 

among the elements of MCM. 

The execution time of a task depends on the execution time 

of the function elements taking part in the execution path. 

 

PROCESS SIMULATION APPROACH TO TIME 

DECOMPOSITION 

 

In the next, we assess the similarities and differences be-

tween BPs and MCMs to examine how to apply BP simula-

tion tools to preliminary simulation of time decomposition 

in MCMs, using the principle of parsimony (Pidd 1991). 

 

BP and MCM 

 

There are different definitions of a business process:  

Processes are structured, measured sets of activities de-

signed to produce a specified output for a particular cus-

tomer or market (Davenport 1993). 

A business process is a partially ordered set of Enterprise 

Activities which can be executed to realise a given objective 

of an enterprise or a part of an enterprise to achieve some 

desired end-result (Savén 2002, Koubarakis and 

Plexousakis 1999). 

A process system is a set of business processes linked to-

gether to perform some Enterprise Function or Subfunction 

(Lencse and Muka 2006). 

 

From the point of view of the time decomposition problem, 

the MCMs may be treated as a business process system. 

 

There are some differences between the process systems 

and MCMs: 

� Key activities, performed by a subsystem of an MCM, 

may be defined on a higher level then it is usually made 

in case of processes thus assigning resources for execu-

tion should be made differently. 

� In the analysis, P-type and IT-type elements (or mixed 

type elements in case of expanded P elements) can per-

form the key activity. 

� Elements (P and IT too) may be F, C and A elements 

which play special roles in a system description: 

• F elements (usually) play the role of activity except 

the feature they do not use resources in a classical 

way but they do need the presence of conditions C 

and A. 

 



 

 

 
 

Figure 5 Conceptual Models MCM1 and MCM2 Synchronised Using Condition Elements 

 

• C elements may be treated as “activities providing 

conditions”. The traditional resource conditions of 

F elements may be connected to C elements. 

• In a simple approach, A elements do not take part 

in time decomposition analysis. 

When the execution of a task is in progress the execution of 

the F activities has an order defined by the routing rules, 

starting from the first element, the element where the task 

request enters the conceptual model. 

The execution of a C element may become the part of the 

execution path when an F element has to wait for the condi-

tion provided by the C element, or the C element is on the 

execution path in case of synchronisation. 

 

Process Simulation Elements to Preliminary Simulation 

of MCMs 

 

Let us examine the elements of Process Simulation (PS) 

based on the features of ImiFlow simulator (Elassys 2007) 

from the point of view of Preliminary Simulation with 

MCMs in time decomposition (PSMCM): 

PS: The links in PS are connections with a direction show-

ing the performance order (time-precedence) of activities. 

PS links may be internal links (connecting the activities of 

one process), external links (connecting processes forming a 

process system). The PS links are only logical connections 

with no capacity limit. 

PSMCM: The links in PS are satisfactory to describe the 

logical connections in and between MCMs during the Pre-

liminary Simulation of MCMs (PSMCM). 

PS: Performing an activity in PS takes time which is de-

scribed by a probability distribution (service time profile, 

activity time-consumption), because many factors are influ-

encing the performance-time. In many cases it is enough to 

use normal distribution and the expected value of activity 

time. 

TCons(activity, entity type) Time-Consumption of an Activ-

ity – expected value of time necessary to perform the given 

activity, that is necessary to process the entering entity-type. 

PSMCM: The probability tools of activities in PS are ade-

quate to examine for dynamic features of MCMs. Entity 

type may be used to describe task requests entering MCMs. 

PS: The entity-load is produced by programmable entity-

generators, the source of incoming entities. There may be 

different types of entities entering the process, which are 

produced by different sources. An entity of a given type has 

an arrival profile which is the arrival time distribution of 

the entity. The destinations of entities are the exit points of 

the process. 

PSMCM: The entity-load of PS should model the informa-

tion/entities traveling through MCMs. 

PS: A routing decision may be made using different algo-

rithms: percentage distribution, entity-feature distribution, 

load-balancing distribution. 

There are some other elements influencing the generation 

and routing of entities:  

Fork – Join, and Split elements make copies of an entity 

during the routing process. 

PSMCM: We propose to build simple models to PSMCM 

thus these possibilities are more than satisfactory for this 

purpose. 

PS: Resource Capacity has the following useful features: 

� PARes(type, month, week, day, time) Resource Accessi-

bility  –  the probability that a resource of the given 

type is accessible at the given point of time for a given 

activity 

� Rn Expected value of accessible resource capacity of a 

given type for an activity n 

PSMCM: The resource capacity in the above described 

classical form should be taken into account as the resource 

capacity of C elements. 

 



 

 
 

Figure 6 Example of an ENTRY-EXIT Execution Path  

 

Process Simulation Model of an ENTRY-EXIT Path 

 

Let us see an example. Figure 5 shows two cooperating de-

partments, the Customer Help Desk (MCM1) and the Ser-

vice Department (MCM2) of an enterprise. The Customer 

Request enters MCM1 through the PF1 element. 

Element PF2 makes a decision to involve MCM2. The in-

formation from MCM1 reaches MCM2 through a set of 

SUN conditions of PC2. 

PC2 is the condition “Information from Help Desk is ob-

tained”, the set of SUN conditions PC2.1-PC2.3 may be for 

example: to get information through e-mail, telephone call 

or direct database connection. The schedule information 

leaves MCM2 at PF5 and returns to MCM1 through PC4 of 

MCM1. The Answer to Customer is produced by PF4 of 

MCM1. 

The ENTRY-EXIT path is the next:  

Customer Request- MCM1(PF1-PF2-PF3)-transient edge- 

- MCM2(PC2(SUN:PC2.1,PC2.2,PC2.3)-PF2-PF3-PF4-PF5)- 

-transient edge-MCM1(PC4-PF4-PF5)-Answer to Customer. 

In Figure 6 we show the process-model like form of two 

synchronised systems. (The MCMs of the previous example 

after some transformations (for example after expanding 

PF2, PF4 elements of MCM1 and PF2 element of MCM2) 

may get this structure.) 

The ENTRY, through a SPLIT element, generates entities 

for the execution of F1-F19, SUN(C5,C6,C7), C9, C13 and to 

set up all the conditions for MCM1 (through CMCM1) and for 

MCM2 (through CMCM2). All the elements performing ac-

tivities and their conditions are realised by process activities 

and by resource capacities connected to the conditions. 

Fork-Join elements or a percentage distribution may be used 

at F1, C13 and F15. The SUN element may implement all the 

three SUN condition possibilities simultaneously in concur-

rent mode, that is, for example the result produced by the 

condition element with the shortest execution time may be 

used each time, thus after the simulation, assessing the re-

sults, we may choose the best possibility. 

 

A DECOMPOSITION EXAMPLE 

 

In the case of the execution time decomposition, either we 

supposed that the execution of the subsystems does not 

overlap or we restructured the model using transformations 

to reach this situation in order to be able to approximate the 

total execution time of a task. However, in a real system the 

execution of the subsystems may overlap, that is the parallel 

assignment may be allowed.  

 

Subsystem S1 S2 S3 S4 S5 S6 S7 S8 S9 

Execution 

Time 

3 4 2 3 7 6 7 8 5 

 

Table 1 Estimated Execution Times of Subsystems 

 

Figure 7 shows the execution order of the subsystems of an 

MCM. Table 1 shows the rounded expected value of the 

execution time of the subsystems in the units of simulation.  

We have a certain number of processors (in a parallel com-

puter or in a cluster of workstations; let us have 7 proces-

sors now) for the execution of our simulation model. Execu-

tion time decomposition helps us in the assignment of the 

subsystems to the processors. Figure 7 shows a possibility 

for the assignment with dotted line. Our goal was that all the 

processors have approximately equal load. 

If we have only 3 processors, we do the assignment accord-

ing to the continuous line in Figure 7.  

Note that besides the execution times, we should also con-

sider the frequency of information exchange of the subsys-

tems during the decision of the assignment. 

 

 
 

Figure 7 Subsystems of an MCM and Their Assignment to 

Processors 



 

CONCLUSIONS 

 

In this paper we addressed the efficiency of simulation: we 

described a time decomposition method in Modified Con-

ceptual Models in order to choose the relevant systems to be 

modelled, to manage the appropriate model resolution and 

to support the decision about parallel and sequential simula-

tion. After a brief summary of the essences of conceptual 

models, we showed a way how timing can be introduced 

into MCMs. 

We described the necessary elements of time decomposition 

method in MCMs: 

� we defined execution time to the elements of MCMs, 

� we described transformations necessary to manage the 

resolution of MCMs, 

� we emphasised the importance of appropriate level of 

resolution of our simulation models and explained how 

one can achieve it by expansion, grouping, integration 

and SUN transformations, 

� we defined the conceptionally exhaustive SUN condi-

tions as an MCM resolution-increasing transformation, 

in the way of showing different available possibilities, 

� we described the execution-state and the execution-path 

models of the execution time in MCMs, 

� we explained the importance of evaluation of execution 

time and system time from the point of view of system 

speed and resources. 

In order to use process models to model MCMs, we ana-

lysed the similarities between BPs and MCMs and we ex-

amined the features of business process simulators as a pre-

liminary simulation tool of the execution time decomposi-

tion in MCMs. 

We introduced an example of the implementation of the 

execution-path approach in a process simulation environ-

ment. 

In the end, we showed an example of using decomposition 

results to support sequential-parallel simulation decisions 

increasing the efficiency of simulation. 
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