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ABSTRACT Mapping of Address and Port with Encapsulation (MAP-E) is considered one of the most
important IPv6 transition technologies, providing a high level of scalability thanks to its utterly stateless
behavior in the operator network. The primary device executing this technology is the Border Relay (BR),
which represents the pivot of its scalability. Thus, benchmarking the performance and scalability of this
device using a solution based on existing accredited standards is crucial for service providers before its
deployment in their core networks. The BenchmarkingWorking Group (BMWG) of the Internet Engineering
Task Force (IETF) has published a comprehensive guide for such a task in its Request for Comments
(RFC) 8219. The research work presented in this paper involves conducting comprehensive benchmarking
for the MAP-E BR implementation of the FD.io Vector Packet Processing (VPP), a well-known high-
performance open-source networking software, and analyzing its performance and scalability, using two
different test systems. To accomplish the research, a MAP-E encapsulation capability has been integrated
into ‘‘Maptperf,’’ an RFC 8219 compliant research Tester developed originally to benchmark the Mapping
of Address and Port using Translation (MAP-T) BR. The results of benchmarking the MAP-E BR of
VPP demonstrated the functionality and efficiency of the Tester encapsulation plugin as well as the high
scalability of the tested implementation, even when serving an increasing number of Customer Edge (CE)
devices or deploying a varying number of worker threads in the test. Moreover, they showed that the tested
implementation achieved high performance levels in throughput, Frame Loss Rate (FLR), latency, and Packet
Delay Variation (PDV) tests, despite utilizing a low number of worker threads.

INDEX TERMS Benchmarking, border relay, IPv6 transition technologies, MAP-E, performance analysis.

I. INTRODUCTION
The IPv4-as-a-Service (IPv4aaS) IPv6 transition technolo-
gies [1] support a seamless, gradual transition to full IPv6
address pool use by still providing IPv4 connectivity and
services for customers while enabling the network operators
to maintain IPv6-only core and access networks. The most
prominent ones among these technologies are the Combi-
nation of Stateful and Stateless Translation (464XLAT) [2],
Dual-Stack Lite (DS-Lite) [3], Lightweight 4 over 6
(Lw4o6) [4], Mapping of Address and Port with Encapsu-
lation (MAP-E) [5], and Mapping of Address and Port using
Translation (MAP-T) [6].

The associate editor coordinating the review of this manuscript and

approving it for publication was Guangjie Han .

MAP-T and MAP-E technologies can be considered the
best choices for service providers in terms of scalability due
to their entirely stateless behavior within their core network,
specifically the functionality of their Border Relay (BR)
device, which is relied on using specific MAP rules. Thus,
benchmarking the focal point of scalability for these tech-
nologies, represented by BR performance, is a key step in
facilitating the broad adoption of these technologies in the
operation of service providers during the transition to IPv6.

The Benchmarking Working Group (BMWG) of the
Internet Engineering Task Force (IETF) presented a compre-
hensive methodology that builds upon the predecessors, RFC
2544 [7] and RFC 5180 [8]. Still, it specified to benchmark
the various IPv6 transition technologies in its RFC 8219 [9].
It puts theMAP-T andMAP-E technologies into two different
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categories. The former is under the double translation cate-
gory, whereas the latter is under the encapsulation category.
Yet, both can be benchmarked using the same methodol-
ogy guidelines, which involve the dual Device Under Test
(DUT) test setup and can be carried out without a technology-
specific Tester [10]. However, due to the distinct asymmetry
in the behavior of the primary devices, the BR and the
Customer Edge (CE), RFC 8219 recommends benchmarking
each technology device separately via its single DUT test
setup, which requires designing and implementing a specific
Tester for each technology. Section VII-B of [10] also points
out the limitations of using the dual DUT test setup when
benchmarking both devices together as follows:

1) It is not an easy task to reveal which device represented
the bottleneck in the test. In contrast, if one deliberately
wants to make the BR, for example, form a bottleneck
to test its scalability, this rather requires deploying a
high number of CE devices simultaneously, which is,
in practice, difficult to satisfy.

2) The benchmarking results describe the aggregate per-
formance of both devices together. Thus, extracting the
metric values of each individual device is typically a
complicated process. For instance, when measuring the
latency, assessing the delay proportion each individual
device incurred during the test is very unclear, as their
function and behavior are significantly non-identical.
The same experience applies to the PDV or FLR.

This paper conducts comprehensive benchmarking exper-
iments for analyzing the performance and scalability of the
MAP-E BR implementation of the FD.io VPP [11] using two
different test systems based on the single DUT test setup
of RFC 8219. To accomplish the research work, a MAP-
E encapsulation capability was developed and plugged into
‘‘Maptperf,’’ an RFC 8219-compliant tester originally built
to benchmark the MAP-T BR device. The design and imple-
mentation of the former ‘‘Maptperf’’ were presented, and
validated via benchmarking the performance of a freeMAP-T
BR implementation, called Jool [12], in an earlier paper [13].
Hence, the Tester name is updated to ‘‘Mapperf’’ instead.
The new tester can run in two operational modes: translation
to benchmark the MAP-T BR device and encapsulation to
benchmark the MAP-E BR device.

The main contribution of this paper can be summarized as
follows:

1) Introducing the world’s first free software MAP-E BR
testing tool that complies with the RFC 8219 standard
guidelines.

2) Proving the high scalability of the MAP-E technology,
which was assumed by its stateless nature, but has not
been proven empirically.

3) Providing network operators with ready-to-use mea-
surement data about the performance and scalability
of the VPP MAP-E BR implementation, which was
benchmarked using the Tester developed.

The remainder of this paper is structured as follows.
Section II introduces the MAP-E technology. Section III

provides an overview of the benchmarking methodology out-
lined in RFC 8219 and how it can be used in measuring the
performance of the MAP-E technology. Section IV summa-
rizes the design and implementation of the tester along with
the details of its new MAP-E plugin. Section V describes
the benchmarking environment, including the test and traffic
setup, details of the measurement systems, and the tested
implementation. Section VI presents and discusses the bench-
marking results. Section VII proposes future plans in the field
of benchmarking IPv6 transition technologies. Section VIII
concludes the paper.

II. THE MAP-E IPV6 TRANSITION TECHNOLOGY
The MAP-E is one of the most essential IPv4aaS IPv6 transi-
tion technologies [1] featured in its scalability, thanks to using
different mapping rules that yield stateless routing behavior
in the service provider’s core network. The Basic Mapping
Rule (BMR) and the Forwarding Mapping Rule (FMR) are
the two basic rules governing the IP address mappings in the
MAP-E network. They will be discussed in detail later in this
section.

As shown in Fig. 1, which exhibits theMAP-E architecture,
this technology deploys two primary devices to transfer pack-
ets from one side of the network to another. These devices
are the CE and the BR. The former encapsulates packets sent
from the subscriber’s IPv4 private network via the IPv6 oper-
ator network and decapsulates those received in the opposite
direction. In contrast, the latter device encapsulates packets
sent from the native IPv4 public network via the IPv6 oper-
ator network and decapsulates those received in the opposite
direction. A high number of CEs can be connected to one
or more BRs to form a MAP domain whose mapping rules
are shared among all its devices. The service provider can
manage a single or multiple MAP domains.

FIGURE 1. MAP-E architecture [5].
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A. THE OPERATION OF MAP-E
The MAP-E technology enables IPv4 address sharing among
multiple CEs of a MAP domain, by which they can share
the same public IPv4 address by dividing the port range into
fixed-sized port sets. Each port set can be identified by a
unique Port Set ID (PSID) and must be exclusively assigned
to a single CE. Hence, each CE can be distinguished by
its public IPv4 address along with the assigned PSID, and
it is forcefully required to use its specified range of ports
for communication. In contrast, the IPv4 applications of the
clients of that CE are not obliged by this limitation, and they
are allowed to use the entire port range when transmitting
IPv4 packets [14]. The CE is, then, responsible for translat-
ing the subscriber’s private IPv4 address and port number
into the shared public IPv4 address and the port number
within the restricted port set by running a stateful Network
Address and Port Translation (NAPT) [15]. Therefore, the
IPv4 packet to be sent will carry the public IPv4 address as the
source address and the restricted port number as the source
port. Next, the CE encapsulates the IPv4 packet within an
IPv6 packet before transmitting it through the IPv6 operator
network.

The source address of the IPv6 packet will be constructed
according to the BMR mapping rule; thus, it is referred to
as the MAP address, whereas its destination address will
represent the IPv6 address of the corresponding BR device
in the MAP domain. At the other end of the tunnel, when
the BR receives the IPv6 packet, it verifies whether the IPv6
source address (i.e., the MAP address of the CE) is valid
and that the used source port is within the allowed port
range of the CE. If the verification is successful, the BR
will decapsulate the packet to obtain the original IPv4 packet
and utilize its destination address to route it in the public
IPv4 network toward its intended destination. Later, any
packet received in the opposite direction (i.e., from the public
IPv4 network and intended for a subscriber’s application in
the private IPv4 network) will experience a reverse (encap-
sulation/decapsulation) process and the use of the same
mapping rules for verification and construction of the MAP
address.

Both the CE and the BR maintain a MAP rule table whose
entries can be one of two types of MAP rules. The description
and purpose of each type can be found in the following
subsections.

B. THE BASIC MAPPING RULE
This rule is used to construct the IPv6 MAP address of the
CE, which represents either the source address of all outgoing
IPv6 packets or the destination address of all incoming IPv6
packets of that CE in its particular MAP domain. Fig. 2
shows the structure of the IPv6 MAP address. Additionally,
the BMR is used to verify whether the transport layer source
port of the outgoing IPv6 packets or the destination port of
the incoming IPv6 packets falls within the allowed port set of
the CE.

C. THE FORWARDING MAPPING RULE
This rule is merely similar to the BMR. However, it is used by
the CE to derive and verify the IPv6 MAP address of another
CE within its MAP domain. It is also checked to validate if
the used port number is within the assigned port set of that
CE. The rule table of the CE will contain FMR entries only
if the ‘‘mesh mode’’ is activated (i.e., a direct ‘‘CE-to-CE’’
connectivity is possible). In other words, there will be no
FMR entries if the ‘‘hub-and-spoke’’ mode is used where all
traffic must be forwarded directly to the BR. In contrast, the
BRwill have an FMR entry for each connectedMAP domain.

Both rules consist of the following triplet of parameters:

1) Rule IPv6 prefix (including its length), which is provi-
sioned by the service provider to all CEs belonging to
the same MAP domain to identify their participation in
that domain.

2) Rule IPv4 prefix (including its length) satisfies the IPv4
address sharing among CEs within their MAP domain.

3) The Embedded Address (EA) length represents the
number of bits in the IPv6 MAP address that specify
the EA field whose value includes both the IPv4 suffix
and the PSID assigned to the CE and uniquely identifies
it in the MAP domain.

III. THE RFC 8219 BENCHMARKING METHODOLOGY
The BMWG of the IETF provided a comprehensive bench-
marking methodology for the various IPv6 transition tech-
nologies. First, it categorized them into four classes: dual
stack, single translation, double translation, and encapsula-
tion, based on the way the technology deploys for traversing
the core network. The methodology then defined two types
of test setups: the single DUT test setup and the dual DUT

FIGURE 2. MAP address format (based on [12]).
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test setup. The former is used when measuring those tech-
nologies of a single DUT, such as the single translation
technologies (e.g., NAT64 [16], IVI [17]), which translates
IPvX packets received by the IPvX interface from the tester
to IPvY packets to be sent by the IPvY interface to the tester
and vice versa in the opposite direction, where X and Y are
part of the set {4,6} and X̸=Y. Fig. 3 exhibits the single DUT
test setup.

In contrast, the dual DUT test setup is used when measur-
ing those technologies utilizing twoDUTs, such as the double
translation technologies (e.g., 464XLAT [2] or MAP-T [6]),
which translate the IPvX packets received from one interface
of the tester to IPvY packets at the first DUT, send them to
the second DUT, and then translate the IPvY packets again
to IPvX packets at the second DUT before sending them to
the other interface of the tester, or encapsulation technologies
(e.g., DS-Lite [3], MAP-E [5], or Lightweight 4over6 [4]),
which encapsulate the IPvX packets received by one interface
of the tester by IPvY header at the first DUT, send them to
the second DUT, and then decapsulate the IPvY header at the
second DUT to obtain the IPvX packets before sending them
back to the other interface of the tester. Fig. 4 exhibits the
dual DUT test setup. However, due to the asymmetries in the
behavior of both DUTs, which could cause a bottleneck in
the benchmarking process, RFC 8219 [9] also recommends
testing each DUT separately using the single DUT test setup.

Additionally, some other settings for the test setups are
recommended by RFC 8219 [9] to be used in the benchmark-
ing tests. These settings are related to the use of different
frame sizes, various proportions of background (i.e., native
IPv6) and foreground (i.e., encapsulated) bidirectional traffic,
a specific list of IP addresses, and theUser Datagram Protocol
(UDP) as the transport layer protocol.

Four primary performance measurement procedures are
recommended by RFC 8219 [9] during the benchmarking
process. A short description of each one is as follows:

1) Throughput: The determination of the maximum frame
rate at which no frame loss occurs.

2) Latency: The difference between the time value of
entirely sending the test frame and the time value of
receiving it. A subset of the test stream should be
tagged for latency calculation, which can be achieved

FIGURE 3. Single DUT test setup [9].

by recording two timestamps: one at the completion of
sending the tagged frame and another at receiving it.

3) Packet Delay Variation (PDV): The difference between
the 99.9th percentile and the minimum values of the
one-way delay for the stream. Unlike the latency mea-
surement, this measurement should be obtained based
on the two timestamps of all test frames in the stream.

4) Frame Loss Rate (FLR): The percentage of lost frames
in the test stream. It can be calculated as in (1):

FLR =

(
nsent − nreceived

nsent

)
× 100% (1)

where nsent is the number of sent frames, and nreceived
is the number of received frames.

As MAP-E is considered an encapsulation technology
according to the classification of RFC 8219 [9], it could be
benchmarked based on the dual DUT test setup. However,
this paper focuses on benchmarking the BR device only
using the single DUT test setup for two reasons. First, the
BR device is considered the focal point of the scalability
of MAP-E technology. Hence, its benchmarking is of high
importance. Second, measuring the performance and scala-
bility of both devices, the CE and the BR, together could
give unpredictable and inaccurate benchmarking results due
to the stateful behavior of the CE device, as explained earlier
in section I.

IV. RELATED WORK
This section surveys existing research efforts related to
benchmarking and performance analysis of IPv6 transition
technologies, particularly MAP-E, discusses their findings,
and argues their limitations.

Georgescu et al. [18] proposed an IPv6 Network Evalua-
tion Testbed (IPv6NET), a test tool to measure how feasible
the examined IPv6 transition technology is for deployment
by running a series of scenario-based network situations.
As a case study for their research, this article selected
one of the enterprise network scenarios presented by the
IETF in [19]. The scenario targets enterprises deploying
one of the IPv4aaS technologies. Therefore, the authors
selected two translation-based technologies, 464XLAT [2]
and MAP-T [6], and two encapsulation-based technologies,
MAP-E [5] and DS-Lite [3], to implement the scenario.

FIGURE 4. Dual DUT test setup [9].
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On the other hand, they run the free software Asamap/Vyatta
Distribution [20] to serve as a technology implementation for
the four selected technologies. The Distributed Internet Traf-
fic Generator (D-ITG) [21] was utilized to generate traffic in
the experiments.

As a methodology for the experiments, IPv6NET was used
in two environments: closed, for obtaining network perfor-
mance data, and open, for obtaining operational capabilities
data. The round-trip delay, jitter, throughput, and packet
loss metrics were used to quantify the results of the closed
environment. In contrast, an operational capability indicator
was proposed for the open environment experiments. The
proposed indicator assesses the appropriateness of the tested
technology for the given environment and its ability to over-
come operational problems. For this purpose, three distinct
metrics were defined: configuration capability, troubleshoot-
ing capability, and applications capability. The first one
measures the capability of the tested implementation in terms
of contextual configuration or reconfiguration. The second
one measures the capability of the tested implementation
to identify and isolate faults. The third one measures the
capability of the network device to ensure compatibility with
popular end-user network protocols.

The experimental results of IPv6NET showed that, in gen-
eral, the performance of MAP-E was the best among those of
other tested technologies. Furthermore, the translation-based
technologies (464XLAT and MAP-T) incurred lower latency
than the encapsulation-based technologies (MAP-E and
DS-Lite). Conversely, the encapsulation-based technologies
achieved higher throughput rates than the translation-based
technologies. However, the authors claimed that their results
considerably rely on the quality of the implementation used.
Therefore, they should be interpreted according to the quality
of their chosen implementation, Asamap.

It can be said that two limitations should be taken
into account regarding the empirical work of this study:
first, it relies on the conditions of the scenario used in
the test, and there is no benchmarking standard to follow,
such as RFC 2455 [7], RFC 5180 [8], or RFC 8219 [9];
Second, it examines the technology as a single entity
despite the behavior asymmetries of its devices, the CE and
the PE, whose performance should be benchmarked sep-
arately to give more valid and accurate results. Section I
highlighted some consequences of testing both devices in
aggregation.

In [22], Georgescu et al. tested the performance of the same
four IPv4aaS technologies against the load scalability. Two
different systems were deployed for their experiments: the
first involved four servers, two for executing the send and
receive functions of the Distributed Internet Traffic Generator
(D-ITG) [23] to generate test traffic and two to execute the CE
and the Provider Edge (PE) functions of the examined tech-
nology. The second system consisted of 31 servers, with one
dedicated to the PE function, while the other three functions
were run using 10 servers each.

Although the test results of this study revealed interest-
ing information about the impact of increasing traffic load
on the overall performance of the examined technology,
it lacks exploring how the performance could scale up by
increasing the number of active CPU cores of the PE device,
as this metric is necessarily important in the benchmarking
process because the boost in the processing power of the
modern CPUs used in benchmarking mainly resulted from
the increase in their number of cores.

G. Lencse et al. proposed an RFC-8219 compliant bench-
marking method to measure the performance and scalability
of all five most well-known IPv4aaS technologies (includ-
ing MAP-E) [10]. The method is based on simplifying the
dual DUT setup of any examined IPv4aaS technology to
the problem of benchmarking a stateful NAT44 gateway;
hence, eliminating the need for developing a technology-
specific tester. To that end, it aggregates both the CE and
PE devices of the technology into a stateful system executing
a stateful NAT44. The method was validated by testing the
performance and scalability of two Jool implementations,
one for 464XLAT technology [24] and another for MAP-T
technology [12]. Two metrics were used to measure the per-
formance: the maximum connection establishment rate and
the throughput. Two parameters were tuned to measure the
scalability: the number of active CPU cores and the number
of concurrent connections.

Some of the test results concluded that the Jool implemen-
tation ofMAP-T scales upmuch better than that of 464XLAT.
In addition, the PE device was the bottleneck in the test
experiments of 464XLAT; conversely, the CE device was the
bottleneck in the test experiments of MAP-T.

However, the authors referred to the limitations of rely-
ing solely on the dual DUT test setup in the benchmarking
process in section 7.2. These limitations are summarized in
section I of this research paper. The authors emphasized the
importance of measuring the performance of each device, the
CE and the PE, individually, to overcome the consequences
of the hardship of identifying which one is the test bottle-
neck and specifying the metric results of each one precisely.
Moreover, they suggested some potential solutions in this
regard for some IPv4aaS technologies in section 7.6. For
example, siitperf [25], an RFC 8219-compliant free soft-
ware tool for benchmarking Stateless IP/ICMP Translation
(SIIT) technology (also called stateless NAT64) [26] and
for benchmarking stateful NATxy gateways [27], can be uti-
lized to benchmark both the CE device and the PE device
of 464XLAT technology (i.e., the customer-side translation
CLAT and the Provider-side translation PLAT) separately
based on the single DUT test setup of RFC 8219 [9]. Siitperf
can also be used to benchmark the two subfunctions of the CE
device of MAP-T (i.e., stateful NAT44 and stateless NAT46)
based on the single DUT test setup of RFC 8219, in the
case where each subfunction is implemented in a separate
DUT device. However, MAP rules still needed to benchmark
the entire CE performance. In contrast, the PE device of
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MAP-T (i.e., the BR) can be benchmarked by Mapperf in the
translation mode [13]. On the other hand, benchmarking the
CE device or the PE device of MAP-E (i.e., the BR) requires
possessing two capabilities: encapsulation/decapsulation of
test packets, and adherence to MAP rules. However, siitperf
is not designed to have either one of them.

The authors are not aware of any testing tool for bench-
marking the PE device of MAP-E. This paper introduces
the encapsulation plugin added to Mapperf, which already
adheres to MAP rules, to accomplish this task efficiently, and
validates it using comprehensive empirical work.

The research effort accomplished throughout this paper,
including the MAP-E BR tester and its related analytical
methodology, targets a significant gap in benchmarking,
no other testing tool has filled in the literature. It is charac-
terized by following a standardized methodology, RFC 8219,
for a more efficient and productive benchmarking process.

V. MAPPERF AND THE NEW MAP-E EXTENSION
‘‘Mapperf,’’ formerly ‘‘Maptperf,’’ is an RFC 8219-
compliant tester initially developed by the authors to
benchmark the MAP-T BR devices. This section introduces
a new extension of this tester for benchmarking the MAP-E
BR devices.

A. MAPPERF IN A NUTSHELL
The Mapperf tester consists of three main test binaries
implemented in C++ with the help of the Intel Data Plane
Development Kit (DPDK) [28] API functions. The test bina-
ries areMapperf-tp, used to measure throughput and the FLR;
Mapperf-lat, used to measure latency; and Mapperf-pdv,
used to measure PDV. They are supplied by two types of
parameters: fixed, whose value does not change during the
test experiment and are provided in a configuration file;

and varying, whose value could be tuned during the test
experiment to reflect different testing conditions, and are pro-
vided as command line arguments. Both types of parameters
are briefly described in Appendices A and B, respectively.
Examples of the configuration file are also provided in
Appendices C and D.

In addition, Mapperf utilizes several bash shell scripts to
prepare the command-line parameters for the test experiment,
run the specific test binaries, and collect the measurement
results for evaluation. The benchmarking scheme of Mapperf
is shown in Fig. 5.

The workflow of the test experiment of any of the test bina-
ries is typically straightforward. The Tester sends a stream
of frames at some frame rate and of some frame size in
one or two directions called ‘‘forward,’’ which is sourced
from the IPv6 interface of the Tester and destined to its IPv4
interface, and ‘‘reverse,’’ which is sourced from the IPv4
interface of the Tester and destined to its IPv6 interface. The
frames must pass through the DUT, which performs either
MAP-T translation or MAP-E encapsulation (in the reverse
direction) / decapsulation (in the forward direction) to the
frames, depending on the operation mode. Moreover, a subset
of the frames could be ‘‘native IPv6’’ frames (also called
‘‘background’’ frames), which must be forwarded smoothly
and not be translated or encapsulated/decapsulated by the
DUT. Different proportions of the native IPv6 and the ‘‘to
be translated’’ or ‘‘to be encapsulated/decapsulated’’ (also
called ‘‘foreground’’) test traffic must be sent during the test
duration.

1) MAPPERF-TP
The Mapperf-tp is called by two bash shell scripts, one to
measure the throughput and another to measure the FLR.
They pass the necessary parameter settings such as the

FIGURE 5. The benchmarking scheme of Mapperf.
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operation mode (i.e., translation or encapsulation), the frame
size, the test duration, the receiving timeout, and proportion
of the foreground and background traffic. The throughput
shell script considers the test experiment successful if all
frames sent from one type of interface (i.e., IPv4 or IPv6)
of the Tester were received from its other kind of interface
without loss within a predetermined timeout and for all active
directions. During the test, the throughput shell script runs a
binary search to find the highest frame rate at which the Tester
receives all the sent frames without loss. On the other hand,
the FLR script computes the FLR after counting the number
of lost test frames, which is done at various frame rates. The
basic flowchart of Mapperf-tp is shown in Appendix I. The
pseudocode of the throughput and FLR shell scripts can be
found in Appendices E and F, respectively.

2) MAPPERF-LAT
The Mapperf-lat is called by the latency shell script. In the
latency test experiment, all test frames will be sent at the
frame rate determined by the throughput test, and only a
subset of them will be tagged for recognition in the latency
computation. The tagged frames will be identified within the
test stream according to the uniform time distribution. Two
timestamps will be recorded for each tagged frame, one upon
the completion of sending the frame and another upon suc-
cessful receipt. The difference between these two timestamps
represents the frame latency. Next, the Tester will compute
two main latency quantities: the Typical Latency (TL), whose
value is the median of all latencies, and the Worst-Case
Latency (WCL), whose value is the 99.9th percentile of all
latencies. The shell script will report these two values for
collection. The basic flowchart of Mapperf-lat is shown in
Appendix J. The pseudocode of the latency shell script can
be found in Appendix G.

3) MAPPERF-PDV
The Mapperf-pdv is mainly called by the PDV shell script.
The PDV test experiment will record the sending and receiv-
ing timestamps for every test frame, and their one-way
latency will be computed and reported accordingly. A unique
ID is assigned to the data field of each test frame for
identification.

The PDV test experiment can be used either to compute
the PDV or to compute the throughput with different criteria,
depending on the value of the frame timeout parameter. This
parameter specifies the period within which the test frame
must be received so as not to be considered a ‘‘lost’’ frame.
If its value is 0, the PDV will be computed by subtracting
the minimum reported latency from the 99.9th percentile
reported latency. In contrast, if the frame timeout is greater
than 0, the throughput will be strictly computed because any
frame whose one-way latency exceeds the value of the frame
timeout will be considered ‘‘lost.’’ Therefore, the penalty of
using this approach for computing the throughput is more
significant, as it consumes more memory and CPU cycles
to handle the sending and receiving timestamps for all test

frames. The basic flowchart for Mapperf-pdv, which calcu-
lates the PDV is shown in Appendix K. The pseudocode of
the PDV shell script can be found in Appendix H.
In addition, the MAP-T or MAP-E BR function will be

activated on the DUT via a special bash shell script, which
installs the necessary MAP rules, sets the appropriate IP
addresses for the interfaces, and stores the proper routing and
neighboring information.

For more details about the original design and implemen-
tation of Mapperf, please refer to an earlier paper by the
authors [13].

The source code of Mapperf, along with the shell scripts,
configuration file, Makefile, and other files, can be accessed
on GitHub [29].

B. THE ADDED ENCAPSULATION CAPABILITY
To enable the Tester to benchmark DUTs running the MAP-E
BR implementation, an encapsulation capability is plugged
into the Tester, which was initially developed to benchmark
only the MAP-T technology. Hence, the Tester can now work
in one of two operation modes: translation for MAP-T or
encapsulation for MAP-E.

When the Tester runs in the encapsulation mode, it encap-
sulates the IPv4 test frame with the appropriate IPv6 header
according to the MAP rules before sending it through the
IPv6 interface in the forward direction.1 The DUT should
decapsulate it, and the Tester should then receive the original
IPv4 test frame at the end of the tunnel (i.e., its IPv4 inter-
face). Conversely, the Tester sends an IPv4 test frame from
its IPv4 interface in the reverse direction. The DUT should
encapsulate it with the appropriate IPv6 header according to
theMAP rules, and the Tester should then receive the original
IPv4 test frame encapsulated in the proper IPv6 frame from
the other end of the tunnel (i.e., its IPv6 interface).

To validate a successful receive of the test frame, the Tester
verifies a special string (‘‘IDENTIFY’’ in case of the through-
put, FLR, or PDV test experiment, or ‘‘Identify’’ in case of the
tagged frames during the latency test experiment) in the data
field of the IPv4 test frame that will be encapsulated by the
IPv6 header either by the Tester itself in the forward direction
or the DUT in the reverse direction.

It should also be noted that the size of the IPv6 test frame
when the Tester is running in encapsulation mode is 20 bytes
larger than when it is running in translation mode, due to the
encapsulated IPv4 header.

C. MOST IMPORTANT DESIGN AND IMPLEMENTATION
DECISIONS
What follows is a summary of the most critical decisions that
were taken during the design and implementation of Mapperf
to produce a more robust and efficient testing tool:

1) Buffers of template foreground and background frames
were pre-generated, and they can be manipulated

1The direction that complies with the arrows in Fig. 3 is called forward
direction. The opposite is called reverse direction.
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FIGURE 6. Test System 1.

(whether for translation or encapsulation) later in the
sending cycle to consume less memory and CPU cycles
and eventually enhance the performance of the Tester.

2) The Tester should simulate a high number of CEs
(to reflect, to some extent, what could happen in the
production network). Thus, it creates a CE MAP array
for the sender of each direction before sending the test
frames. Each array element is a structure of unique CE
information consisting of its MAP IPv6 address, public
IPv4 address, and PSID. The checksum of the structure
fields was also taken into consideration. The elements
are pseudorandomly enumerated in the CE array, and
the Tester uses them sequentially during the sending
cycle of the test frames.

3) The MAP IPv6 address of each CE element is selected
from a prepared vector of the pseudorandom enumera-
tions of all possible IPv4 suffix and PSID combinations
based on Durstenfeld’s random shuffle algorithm [30].
In each iteration, the following combination will be
selected according to the 64-bit Mersenne Twister
pseudorandom number generator (std::mt19937_64),
which was chosen based on the results of Oscar David
Arbeláez [31]. Furthermore, this pseudorandom num-
ber generator is also used to select the UDP source and
destination port numbers of the test frames to be sent.

VI. BENCHMARKING ENVIRONMENT
A. MEASUREMENT SYSTEMS
Two systems were constructed to provide a more accurate
evaluation of the scalability and performance of the bench-
marked MAP-E BR implementation. The first Test System
(TS1) was installed in the Budapest University of Tech-
nology and Economics by connecting two 10G network
interfaces of a server representing the Tester by two 10G
network interfaces of a server representing the DUT via direct
cables, as shown in Fig. 6. The second Test System (TS2)

FIGURE 7. Test System 2.

was installed using the resources of the NICT StarBED2 in
Japan, connecting two 25G network interfaces of a server
representing the Tester to two 25G network interfaces of a
server representing theDUT via the StarBED network switch.
Each of the connected interface pairs belongs to a dedicated
VLAN. TS2 is shown in Fig. 7.

As described in Table 1, which lists the primary specifi-
cations of the servers of each test system, the CPU clock
frequency of the DUTs of both systems was fixed to ensure
stable measurement results. In addition, the CPU cores 2, 4,
6, and 8 of the Tester of TS1 and the CPU cores 4, 8, 48, and
52 of the Tester of TS2 were dedicated to running the sender
and receiver threads of both test directions as they belong
to the same Non-Uniform Memory Access (NUMA) node
that the network interfaces used for sending and receiving the
test traffic. Moreover, they were reserved using the isolcpus
kernel parameter to prevent other tasks from being scheduled
on them.

B. TEST AND TRAFFIC SETUP
The measurement systems were installed according to the
guidelines of the single DUT test setup of RFC 8219 [9].
Please refer to section III, which gives details of this test
setup. The Tester is responsible for runningMapperf, sending
streams of test frames, and reporting themeasurement results.
In contrast, the DUT is responsible for running the MAP-E
BR implementation to be benchmarked. Section V-C gives
an overview of this implementation.

Two test directions were established, from the IPv6 inter-
face of the Tester passing through the DUT to the IPv4
interface of the Tester, referred to as ‘‘forward,’’ and from the
IPv4 interface of the Tester passing through the DUT to the
IPv6 interface, referred to as ‘‘reverse.’’ During their traversal
in the test directions, the test frames must transfer in the

2https://starbed.nict.go.jp/en/aboutus/index.html
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TABLE 1. Specifications of the test systems.

MAP-E tunnel, whose endpoints are the IPv6 interface of the
Tester and its counterpart at the DUT. The IPv6 interfaces are
configured within the subnetwork 2001:db8:6::/64, whereas
the IPv4 interfaces are configured within the subnetwork
203.0.113.0/24.

Moreover, RFC 8219 recommends using different propor-
tions of foreground and background traffic during the test
experiments. However, receiving the background traffic was
not possible because the MAP-E implementation at the DUT
expects all received traffic to be encapsulated. Therefore,
it attempts to decapsulate the native IPv6 traffic, which could
ultimately result in dropping the test frames. Therefore, the
test experiments were run without background traffic in this
research. Later, the authors may investigate the problemmore
and attempt some solutions.

C. THE TESTED MAP-E IMPLEMENTATION
To the best of the authors’ knowledge, there are very few
MAP-E BR implementations, and the open-source Vector
Packet Processing (VPP) [11] can be considered the most
distinguished one. It is the main project of FD.io [32], based
on Cisco’s VPP technology. That is where the name came
from. VPP bypasses the system kernel and handles a vector
of packets concurrently in the user space. Thus, it needs some
kind of user-space driver, such as the user poll driver of
DPDK [28], for its network I/O operations. The used version
was 24.02.

Before running the benchmarking experiments, the func-
tionality of VPP was verified at TS23 via sending some
foreground and background traffic in both directions from
the Tester. Fig. 8 exhibits a snapshot of some received and
forwarded packets captured at both interfaces of the DUT.
It shows how VPP properly encapsulates packets in the

3The same version of VPP was installed at TS1; Thus, there was no need
to test its functionality there, too.

reverse direction and decapsulates them in the forward direc-
tion. It also demonstrates the valid function of the Tester in
terms of the adherence to the MAP rules and the implemen-
tation of MAP-E encapsulation. The BMR information used
is (Rule IPv6 prefix = 2001:db8:ce::/51, Rule IPv4 prefix =

192.0.2.0/24, EA-length = 13).
As can be noticed, packet 1 is an IPv6 test packet encapsu-

lating IPv4 content sent from the Tester in the forward direc-
tion. The source IPv6 address (2001:db8:ce:17a9:0:c000:
2bd:9) represents the MAP address of the simulated CE
at the Tester. In contrast, the destination IPv6 address
(2001:db8:6::1) represents the corresponding BR address
(i.e., the address of the IPv6 interface of the DUT). The
encapsulated source IPv4 address (192.0.2.189) represents
the public IPv4 address of the simulated CE, which is shared
with other CEs; however, the assigned port set will uniquely
identify the simulated CE. This address is also embedded as
the four octets valued as (c000:2bd) in the MAP address,
whereas the PSID is embedded as the last two octets valued
as (9). The rule IPv6 prefix is 2001:db8:ce:/51, and the
EA-bits are 17a9 represented in 13 bits (IPv4 suffix (first
8 bits) + PSID (last 5 bits)).
VPP successfully decapsulated packet 1 and sent the

embedded IPv4 packet as packet 2 in the forward direction
towards the Tester.

Packet 3 is an IPv4 test packet sent from the Tester in
the reverse direction. The source IPv4 address (203.0.113.56)
represents the IPv4 server simulated by the Tester, whereas
the destination IPv4 address (192.0.2.80) represents the pub-
lic IPv4 address of the simulated CE at the Tester.

VPP successfully encapsulated packet 3 content in an
IPv6 packet, which is packet 4, and sent it in the reverse
direction towards the Tester. It successfully adhered to MAP
rules, as seen from the formation of the MAP address to
represent the destination IPv6 address (2001:db8:ce:a11:
0:c000:250:11).
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FIGURE 8. Sample VPP capture of foreground and background packets at both interfaces of the DUT.

Regarding the investigation of port number selection,
the Tester pseudo-randomly selected PSID 9 for packet 1.
To specify the range of port numbers for this port set, we know
that the EA-length is 13 bits and the IPv4 suffix length is
8 bits. This leaves 5 bits representing the PSID length. So,
the number of port sets is 25 = 32, each consisting of 211 =

2048 ports. Therefore, the PSID 9 in hexadecimal (9 in deci-
mal) has a port range that starts from port ( 9 ∗ 2048= 18432)
and ends at port (10 ∗ 2048 -1 = 20479). Thus, the source
port 19722 in packet 1 is pseudo-randomly selected within
the intended port range. This validates the function of the
Tester in this regard. However, the destination port 46521 is
pseudo-randomly selected from the wide range (1 – 49151)
as recommended by RFC 4814 [33].

In contrast, VPP sets the PSID 11 in the destination
IPv6 address of packet 4 (the MAP address 2001:db8:ce:
a11:0:c000:250:11) based on the destination port 35336 of
the received packet 3. That is, the PSID 11 in hexadeci-
mal (17 in decimal) has a port range that starts from port
(17 ∗ 2048 = 34816) and ends at port (18 ∗ 2048 -1= 36863).
Thus, the PSID 11 set by VPP in packet 4 is proper because
the destination port 35336 in packet 3 is within its intended
port range. This validates the function of VPP in this regard.
However, the source port 41999 is pseudo-randomly selected
from the wide range (1024 – 65535) as recommended by RFC
4814 [33].

The last four packets are background packets sent from
the Tester in both directions. The Tester selects the IPv6
addresses as inserted in the configuration file, whereas the
source port addresses are pseudo-randomly selected from the
wide range (1024 – 65535), and the destination port addresses
are pseudo-randomly selected from the wide range (1-49151)
as recommended by RFC 4814 [33]. However, VPP had some
problems forwarding the background packets as it expected

them to encapsulate IPv4 packet contents; consequently, VPP
discarded them accordingly.

VII. THE BENCHMARKING TESTS AND RESULTS
The primary test parameter settings common to the bench-
marking experiments are listed in Table 2.
All test experiments were run 20 times to get more reliable

results, and the median was considered the summarizing
function. The 1st percentile, the 99th percentile, and the
dispersion values were used to illustrate the stability of the
results (i.e., how consistent or scattered they are). The disper-
sion value is calculated as in (2).

Dispersion =
99thpercentile− 1stpercentile

median
× 100% (2)

The median values were represented as bars in the bar
charts of the results, whereas the 1st percentile and 99th
percentile values were represented as error bars.

Mapperf reports the throughput results as the number of
frames per second per direction, in contrast to commercial
network performance testers, which typically report the total
number of frames per second. Hence, the Mapperf measure-
ment results using bidirectional traffic should be doubled to
know the equivalent results (i.e., the total number of for-
warded frames per second).

A. THE PERFORMANCE OF MAPPERF IN THE
ENCAPSULATION MODE
Before starting with the benchmarking experiments of the
MAP-E BR implementation, the capacity of Mapperf in the
encapsulation mode had to be identified to determine when
the Tester could form a bottleneck during the test. In other
words, the maximum frame rate that Mapperf can satisfy
without any frame loss. For this purpose, two loopback tests
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TABLE 2. Primary parameter settings of the benchmarking experiments.

were run: one, denoted as LT1, is by connecting the two 10G
network interfaces of an equivalent Tester server of TS1 via
a direct cable, as shown in Fig. 9. The other, denoted as LT2,
is by connecting the two 25G network interfaces of the Tester
server of TS2 via the network switch using the same VLAN,
as shown in Fig. 10.

In both loopback tests, Mapperf can work without a DUT.
It can recognize the received frames, whether they are IPv4
test frames or IPv6 containing IPv4 (i.e., encapsulated) test
frames, and then behave accordingly.

The results of this test can help specify the appropriate
value of some testing parameters, such as the number of
worker threads that VPP can utilize. Hence, this could help
avoid a situation where the reported benchmarking results do
not accurately reflect what the DUT can achieve for the given
test parameters due to the limited capacity of Mapperf.

FIGURE 9. Loopback Test 1 (LT1).

The results of LT1 and LT2 are listed in Table 3. The
tests were run using 100% foreground bidirectional traffic
with an IPv4 frame size of 64 bytes. It is essential to note
that frame rates should be considered per direction. As they
were achieved using bidirectional traffic, the total number of
frames per second handled by Mapperf is double the values
shown in Table 3.
The results showed that Mapperf can achieve a high

throughput rate of approximately 6.54 Mfps in LT1 and
9.15 Mfps in LT2. It is noted that not the median, but the
first percentile values were taken into consideration, and the
authors recommend that the Tester can only be used up to
somewhat (e.g., 5-10%) lower frame rates than the first per-
centiles to indeed prevent the Tester from being a bottleneck.

B. THROUGHPUT TEST RESULTS
Four types of throughput tests were conducted to evaluate
the performance of the VPP MAP-E BR: using a different

FIGURE 10. Loopback Test 2 (LT2).
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TABLE 3. Maximum frame rate achieved by Mapperf using the
encapsulation mode in the two loopback tests.

number of active CPU cores at the DUT, using different frame
sizes, employing a different number of simulated CEs, and
utilizing unidirectional traffic. The latter is optional in RFC
8219 [9]. The condition to pass these tests is to receive all sent
frames without any frame loss.

An additional test type using different proportions of fore-
ground and background traffic could not be performed due
to the behavior of VPP in the encapsulation mode, which
expects every received frame to be encapsulated, whereas the
background frames are not.

1) TESTS WITH A DIFFERENT NUMBER OF ACTIVE CPU
CORES
These tests help investigate the scalability of VPP in relation
to the number of active CPU cores at the DUT. Fig. 11.a
shows how the performance of VPP scales at both test sys-
tems using an increasing number of worker threads starting
from 1 up to 4 worker threads (besides the main thread of
VPP, which usually deploys core 0). Each worker thread of
TS1 used a single active CPU core of a fixed frequency
of 2.4 GHz, whereas each worker thread of TS2 used a single
active CPU core of a fixed frequency of 2.2 GHz. All utilized
CPU cores in both systems belong to the same NUMA node
(NUMA node 0).

The results proved that the performance of VPP scaled up
effectively each time the number of worker threads doubled,
and high throughput rates were achieved even when using a
low number of worker threads. It should be noted that the
recorded median throughput rate with four worker threads at
TS1 was 6,405,503fps, which was so close to the capacity
of Mapperf at TS1 (6,54 Mfps). In contrast, the recorded
median throughput rate with four worker threads at TS2 was
9,198,715fps, which exceeded the capacity ofMapperf at TS2
(9.15 Mfps); thus, the first one is unreliable. The second one
does not accurately reflect the actual throughput rate that can
be achieved by VPP, as it exceeds what Mapperf can handle
at TS2. That is, Mapperf formed a bottleneck in this case.
(Please refer to Section VI-A to determine whenMapperf can
create a bottleneck during the test.)

To address this issue, the test was repeated with the CPU
clock frequency of the DUTs set to their possible lowest
values, 1.2 GHz and 0.8 GHz for TS1 and TS2, respectively.
The results are shown in Fig. 11.b. The throughput rate for
eight worker threads used at TS1 is not included because no
more than seven worker threads could be utilized in NUMA
node 0 (the main thread of VPP used core 0). Nevertheless,
the throughput rate at TS1 when six worker threads were
used is so close to the maximum capacity of the Tester. The
figure shows nearly linear scalability from 1 to 4 workers for
TS1 and from 1 to 6 workers for TS2. The performance of
the final tests (with six workers in TS1 and eight workers in
TS2) is lower than one could expect. In both cases, it can be
attributed to the fact that the maximum performance of the
Tester was closely approached, and thus, the results are not
reliable. Especially in the case of TS2 using eight workers,
the dispersion of the results is too high (more than 10% of
the median), which can be explained by the fact that some of

FIGURE 11. Throughput of VPP using different number of worker threads at the DUT.
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the tests at rates around 7Mfps failed due to the seemingly
random loss of a low amount of test frames (e.g., 0.01%)
according to the measurement log file.

2) TESTS WITH DIFFERENT FRAME SIZES
In these tests, different frame sizes were used to comply with
the guidelines of section V-A1 of RFC 8219 [1], [9]. Fig. 12
shows the results of these tests for VPP deploying only one
worker thread at both test systems. The frame size represents
the size of the test frames carrying IPv6 datagrams. The IPv4
test frames are 40 bytes shorter (i.e., the IPv6 test frames have
an additional 40 bytes for the IPv6 header).

The results are quite stable, as the error bars are relatively
small for TS1, and they are barely visible for those of TS2.
The throughput of VPP at both systems is almost constant
for small frame sizes. However, a sharp decreasing tendency
started from the frame size of 552 bytes at TS1 and 1064 bytes
at TS2. This can be attributed to reaching the maximum
transmission capacity of the 10 GbE network interfaces of
TS1 and the 25 GbE network interfaces of TS2. That is,
they formed a bottleneck during the test. Table 4 summarizes
the approximate maximum frame rate that can be achieved
by these network interfaces, expressed in frames per second
(fps), and is calculated based on the formula in Appendix A.1
of RFC 5180 [8].

Furthermore, TS2 yielded better performance outcomes
than TS1 due to the greater hardware capabilities. The small
frame sizes reveal a throughput increase of approximately
18% at TS2 compared to TS1 due to the higher single-core
performance of its CPU. However, starting from the frame
size of 552 bytes, the difference was not determined by the
CPU performance, but rather, the network interfaces of TS1
began to form a bottleneck in the benchmarking test and could
not handle higher frame rates.

FIGURE 12. Throughput of VPP using different frame sizes (the IPv4
frame sizes are always 40 bytes less).

TABLE 4. Maximum frame rate for the 10GbE NIC of TS1 and 25GbE NIC
of TS2.

3) TESTS WITH A DIFFERENT NUMBER OF SERVED CES
In these tests, the Tester simulated a high number of CEs,
starting from one million, and the number was doubled in
each subsequent experiment. As shown in Fig. 13, the per-
formance of VPP was not affected by the number of served
CEs. This is justifiable as the BR followed specificMAP rules
to translate the test frames regardless of the MAP address of
the simulated CE, which also explains the high scalability of
MAP-E technology.

As stated earlier, the throughput of VPP at TS2 is higher
than that at TS1 due to the difference in the hardware capa-
bilities of the two systems.

A small difference can be observed between the results
shown in the first two columns of Fig. 12 (throughput mea-
sured with 104/64 bytes frames and using 1000 CEs) and in
the first two columns of Fig. 13 (throughput measured also
with 104/64 bytes frames but using 1000000 CEs). It can be
explained by the fact that the difference between their test
conditions is not only the three order of magnitude in the
number of simulated CEs (1000 vs 1000000), but also the
size of the PSID. In the first case, the PSID was set to 13,

FIGURE 13. Throughput of VPP using different number of served CEs.
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and only one thousand CEs will be pseudorandomly selected
from the total number of CEs, which is 213 =8192 alterna-
tives. In contrast, in the second case, the PSID was set to 20,
and approximately all the CE alternatives (one million) will
be covered.

4) TESTS WITH UNIDIRECTIONAL/BIDIRECTIONAL TRAFFIC
In addition to using bidirectional traffic in all test experi-
ments, these tests aimed to obtain fine-grained throughput
values for each direction individually. As shown in Fig. 14,
the reverse direction in both systems yields lower perfor-
mance outcomes than the forward direction. This can be
explained by the fact that the DUT required more work in
the reverse direction due to the encapsulation overhead.

On the other hand, even though Ethernet transfers the test
frames in full duplex, the other system resources, such as the
CPU core executing the worker thread, the memory, and the
PCI Express bus, were shared. Consequently, throughput sig-
nificantly decreased when using bidirectional traffic because
the same CPU core had to process the traffic flowing in both
directions.

C. FLR TEST RESULTS
RFC 8219 [9] recommends starting the test with the max-
imum possible frame rate of the media and decreasing it
by no more than 10% in each consecutive step. However,
in practice, the achieved frame rate is much lower. Thus,
the test experiments were conducted at typical frame rates to
yield more meaningful outcomes.

The FLR results of VPP at both systems are shown in
Fig. 15. The test started sending test frames at a frame rate
of 2 million fps and increased by 200,000 fps with each
consecutive experiment run, stopping after examining a frame
rate of 4 million fps.

FIGURE 14. Throughput of VPP in the unidirectional tests (rates are to be
interpreted as ‘‘per direction,’’ the total number of packets forwarded is
double the displayed numbers in the case of bidirectional traffic).

The results were rational, as it was expected that more
frame loss could occur gradually when higher frame rates
were utilized during the test. The difference between the FLR
of both systems can be attributed to the difference in their
throughput rates achieved during the earlier tests.

D. LATENCY TEST RESULTS
The latency test results for VPP at both systems are listed in
Table 5. The frame rate used in the test was the median frame
rate achieved during the throughput test, which employed
the same parameter settings (e.g., IPv4 frame size of 64,
bidirectional traffic, etc.). The number of tagged frames was
set to 50,000. The tagged frames were selected according
to the uniform time distribution after 60 seconds from the
beginning of the test duration, as required by RFC 8219.

Interestingly, the results showed a slight decrease in the
latency values at TS2 compared to TS1 for both directions.
In contrast to TS1, TS2 deploys additional network appli-
ances (e.g., the network switch) that could increase the delay
when transferring the test frame. However, their impact was
less effective compared to the significant gain that VPP
obtained from the packet vector length at TS2. That is, VPP
processes a vector of packets simultaneously. After checking
the vector length at both systems, it was much shorter at TS2
than at TS1 (44 packets at TS2 vs 241 packets at TS1. Each
packet in the vector must wait until all other packets arrive
before they can be processed in parallel. Hence, the wait time
at TS2 could be shorter than that at TS1. This accordingly
affects the latency values, in general, on both systems.

E. PDV TEST RESULTS
The PDV test results for VPP at both systems are listed in
Table 6. Similarly, the frame rate used in this test was the
median frame rate reported by the throughput test, which
used the same parameter settings. As computing the PDV

FIGURE 15. FLR of VPP.
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TABLE 5. Latency of VPP using a frame rate of 2,531,239 fps at TS1 and 3,054,741 fps at TS2.

TABLE 6. PDV of VPP using a frame rate of 2,531,239 fps at TS1 and 3,054,741 fps at TS2.

originally relies on the one-way latency of every sent frame,
the PDV test resulted in an outcome that relatively matches
that of the latency test. In other words, the PDV at TS2 is
significantly smaller compared to TS1 (for both directions)
for the same justifications mentioned in the previous section.

VIII. FUTURE WORK
Although the new MAP-E capability of Mapperf was
validated through a sufficient number of diverse benchmark-
ing experiments that reflect various testing conditions, the
authors believe that several additional test experiments should
be conducted after enhancing the performance of the Tester.
For example:

1) In some benchmarking measurements, the network
interfaces (i.e., 10GbE at TS1 and 25GbE at TS2)
prevented testing the actual packet forwarding perfor-
mance of the given MAP-E BR implementation using
larger frame sizes, as the interfaces formed a bottle-
neck because they were not able to handle higher rates
than their maximum capacity, as described in Table 4.
Hence, usingmore efficient network interfaces can help
overcome this obstacle.

2) The loopback tests described in Section VI-A effec-
tively demonstrated the performance of the Tester in
benchmarking MAP-E BR devices. However, the code
logic of the Tester could be optimized further (e.g.,
enhancing sending loops, improving modularity, etc.)
to enable handling higher throughput rates and avoid
situations when the Tester creates a bottleneck during
the tests.

3) Another dimension of testing the scalability of the
MAP-E BR implementations could be integrated into
the Tester by adding an update that enables the manip-
ulation of multiple MAP domains. The current version

of Mapperf can test MAP-E BR implementations with
a single MAP domain only.

4) As both MAP-T and MAP-E are stateless technolo-
gies that exhibit high levels of scalability, deploying
multiple sender and receiver threads for each direc-
tion at the Tester could be promising to enhance the
scalable capabilities of Mapperf without causing sig-
nificant interference with highly efficient MAP-T/E
implementations.

Finally, it can be said thatMapperf (with its two operational
modes, encapsulation and translation) can also serve as a base
model for developing other types of benchmarking testers
that can measure the performance and scalability of other
IPv6 transition technologies. For example, it could be rela-
tively easy to extend it to benchmark the Lightweight 4over6
technology [4].

IX. CONCLUSION
This paper presented a comprehensive analysis of the scal-
ability and performance of the BR device of MAP-E IPv6
transition technology. For this purpose, an encapsulation
capability was developed and plugged into ‘‘Maptperf,’’ an
RFC 8219 [9] compliant tester initially designed and imple-
mented by the authors to benchmarkMAP-TBR devices [13].
Hence, the tester is renamed ‘‘Mapperf.’’ The added MAP-E
capability deploys the single DUT test setup of RFC 8219 [9]
to accomplish its benchmarking measurements. On the other
hand, a popular free software, VPP, was utilized as the
MAP-E BR implementation at the DUT.

To prove the functionality and efficiency of the developed
plugin and to analyze the scalability and performance of VPP,
a high number of various testing experiments were conducted
using two different test systems, TS1 and TS2. The combina-
tion of scalability experiments involved measurements using
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a different number of active CPU cores at the DUT and using
a different number of simulated served CEs. In contrast, the
combination of performance experiments involved measure-
ments of the throughput using different frame sizes and using
unidirectional traffic, as well as the FLR, latency, and PDV
measurements.

The results showed that VPP scales almost linearly at
both systems when the number of active CPU cores at the
DUT is incremented. In contrast, its performance was not
affected by doubling the number of simulated CEs, start-
ing from one million up to 16-fold, which highlights its
high scalability. On the other hand, the performance of
VPP was relatively stable despite the increase in test frame
sizes. However, the unidirectional tests proved lower perfor-
mance rates for the reverse direction than for the forward
direction due to the encapsulation overhead, and consider-
able performance degradation when bidirectional traffic was
utilized. Moreover, the FLR results were expected as the
higher frame rates used, the more significant frame loss
could occur. The latency and PDV values at TS2 were lower
than those at TS1 due to the shorter vector sizes deployed
by VPP of TS2 for its manipulated test packets, despite
using additional network appliances such as the network
switch.

APPENDIX A
DESCRIPTION OF MAPPERF CONFIGURATION FILE
PARAMETERS
See Table 7.

APPENDIX B
DESCRIPTION AND USAGE OF COMMAND LINE
ARGUMENTS
See Table 8.

APPENDIX C
THE MAPPERF.CONF FILE USED IN THE SELF-TEST
# Mapperf.conf configuration file (for self-test)

# Basic parameters
Tester-L-IPv6 2001:db8:6::2
Tester-R-IPv4 203.0.113.56
Tester-R-IPv6 2001:db8:7::2 # for background frames
Tester-L-MAC ec:f4:bb:dd:07:28 # ST eno1
Tester-R-MAC ec:f4:bb:dd:07:2a # ST eno2
DUT-L-MAC ec:f4:bb:dd:07:2a # ST eno2
DUT-R-MAC ec:f4:bb:dd:07:28 # ST eno1

# Port selection parameters
# Some port range boundary values
FW-dport-min 1 # as RFC4814 recommends
FW-dport-max 49151 # as RFC4814 recommends
RV-sport-min 1024 # as RFC4814 recommends
RV-sport-max 65535 # as RFC4814 recommends
bg-dport-min 1 # as RFC4814 recommends
bg-dport-max 49151 # as RFC4814 recommends
bg-sport-min 1024 # as RFC4814 recommends

bg-sport-max 65535 # as RFC4814 recommends

# How port numbers vary? 1:inc., 2:dec., 3:random
FW-var-sport 3

FW-var-dport 3
RV-var-sport 3
RV-var-dport 3

# MAP rules parameters
NUM-OF-CEs 1000 # Number of simulated CEs
BMR-IPv6-Prefix 2001:db8:ce::
BMR-IPv6-Prefix-Length 51
BMR-IPv4-Prefix 192.0.2.0
BMR-IPv4-prefix-Length 24
BMR-EA-Len 13
DMR-IPv6-Prefix 64:ff9b::
DMR-IPv6-prefix-Length 64

# Device hardware parameters
CPU-FW-Send 2 # Forward Sender runs on this core
CPU-FW-Receive 4 # Forward Receiver runs on this core
CPU-RV-Send 6 # Reverse Sender runs on this core
CPU-RV-Receive 8 # Reverse Receiver runs on this core
Mem-Channels 2

# Network traffic parameters
FW 1 # Forward direction (0:inactive; 1:active)
RV 1 # Reverse direction (0:inactive; 1:active)
Promisc 0 # Promiscuous mode (0:inactive; 1:active)

APPENDIX D
THE MAPPERF.CONF FILE USED IN THE TESTER-DUT TEST
# Mapperf.conf configuration file (for tests with DUT)

# Basic parameters
Tester-L-IPv6 2001:db8:6::2
Tester-R-IPv4 203.0.113.56
Tester-R-IPv6 2001:db8:7::2 # for background traffic
DUT-L-IPv6 2001:db8:6::1 # corresponding BR for
MAP-E
Tester-L-MAC ec:f4:bb:ef:98:a0 # Tester eno1
Tester-R-MAC ec:f4:bb:ef:98:a2 # Tester eno2
DUT-L-MAC ec:f4:bb:dc:a6:b8 # DUT eno1
DUT-R-MAC ec:f4:bb:dc:a6:ba # DUT eno2

# Port selection parameters
# Some port range boundary values
FW-dport-min 1 # as RFC4814 recommends
FW-dport-max 49151 # as RFC4814 recommends
RV-sport-min 1024 # as RFC4814 recommends
RV-sport-max 65535 # as RFC4814 recommends
bg-dport-min 1 # as RFC4814 recommends
bg-dport-max 49151 # as RFC4814 recommends
bg-sport-min 1024 # as RFC4814 recommends
bg-sport-max 65535 # as RFC4814 recommends
# How port numbers vary? 1:inc., 2:dec., 3:random

FW-var-sport 3
FW-var-dport 3
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TABLE 7. Description of Mapperf configuration file parameters.
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TABLE 8. Description and usage of command line arguments.

RV-var-sport 3
RV-var-dport 3

# MAP rules parameters
NUM-OF-CEs 1000 # Number of simulated CEs in the test
BMR-IPv6-Prefix 2001:db8:ce::
BMR-IPv6-prefix-length 51
BMR-IPv4-Prefix 192.0.2.0
BMR-IPv4-prefix-length 24
BMR-EA-length 13
DMR-IPv6-Prefix 64:ff9b::
DMR-IPv6-prefix-length 64

# Device hardware parameters
CPU-FW-Send 2 # Forward Sender runs on this core
CPU-FW-Receive 4 # Forward Receiver runs on this core
CPU-RV-Send 6 # Reverse Sender runs on this core
CPU-RV-Receive 8 # Reverse Receiver runs on this core

Mem-Channels 2
# Network traffic parameters
FW 1 # Forward direction (0:inactive; 1:active)
RV 1 # Reverse direction (0:inactive; 1:active)
Promisc 0 # Promiscuous mode (0:inactive; 1:active)

APPENDIX E
THE PSEUDOCODE OF THE THROUGHPUT SHELL SCRIPT
set the configuration parameters (test direction, maximum
frame rate, frame size, test duration, timeout, percentage of
foreground traffic, sleep duration, measurement error (e), and
the number of test runs) to their desired values

set test_run to 0
WHILE test_run < number_of_test_runs
set lower bound rate L to 0
set upper bound rate H to the maximum frame rate

REPEAT
set frame_rate to (H+L)/2
callMapperf-tp with proper config. Params.
wait for test_duration+timeout
IF (test_direction = FORWARD)
THEN IF (fw_received = fw_sent)

THEN the test is ‘‘successful’’
OTHERWISE, the test is ‘‘failed’’

ELSEIF (test direction = REVERSE)
THEN IF (rv_received = rv_sent)

THEN the test is ‘‘successful’’
OTHERWISE, the test is ‘‘failed’’
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FIGURE 16. The Basic Flowchart of Mapperf-tp.

124646 VOLUME 13, 2025



A. Al-Hamadani, G. Lencse: Benchmarking the MAP-E Border Relay Routers

FIGURE 17. The Basic Flowchart of Mapperf-lat.

VOLUME 13, 2025 124647



A. Al-Hamadani, G. Lencse: Benchmarking the MAP-E Border Relay Routers

FIGURE 18. The Basic Flowchart of Mapperf-pdv.

ELSEIF (test direction = BIDIRECTIONAL)
THEN IF (fw_received = fw_sent AND

rv_received = rv_sent)
THEN the test is ‘‘successful’’
OTHERWISE, the test is ‘‘failed’’

ENDIF
IF the test is successful
THEN set L to frame_rate
OTHERWISE set H to frame_rate
sleep for a sleep duration
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UNTIL H-L <=e
record frame_rate into the results file
increment test_run

ENDWHILE

APPENDIX F
THE PSEUDOCODE OF THE FLR SHELL SCRIPT
set the configuration parameters (test direction, start_rate,
end_rate, rate_step, frame size, test duration, timeout, per-
centage of foreground traffic, sleep time, and the number of
test runs) to their desired values

set test_run to 0
WHILE test_run < number_of_test_runs
set frame_rate to start_rate
REPEAT

callMapperf-tp with proper config. params.
wait for test_duration+timeout
IF (test_direction = FORWARD)
THEN set sent to fw_sent

set received to fw_received
ELSEIF (test direction = REVERSE)
THEN set sent to rv_sent

set received to rv_received
ELSEIF (test direction = BIDIRECTIONAL)
THEN set sent to fw_sent+rv_sent
set received to fw_received+rv_received
ENDIF
set FLR to (sent-received)/sent∗100

record FLR into the results file
increment frame_rate by rate_step
sleep for a sleep duration

UNTIL frame_rate > end_rate
increment test_run

ENDWHILE

APPENDIX G
THE PSEUDOCODE OF THE LATENCY SHELL SCRIPT
set the configuration parameters (test direction, Throughput
rate, frame size, test duration, timeout, percentage of fore-
ground traffic, preamble delay, number of tagged frames,
sleep time, and the number of test runs) to their desired
values

set test_run to 0
WHILE test_run < number_of_test_runs

callMapperf-lat with proper config. params.
wait for test_duration+timeout
IF (test_direction = FORWARD)
THEN record fw_TL and fw_WCL into the results

file
ELSEIF (test direction = REVERSE)
THEN record rv_TL and rv_WCL into the results file
ELSEIF (test direction = BIDIRECTIONAL)
THEN record fw_TL, fw_WCL, rv_TL, and rv_WCL
into the results file

ENDIF
sleep for a sleep duration

increment test_run
ENDWHILE

APPENDIX H
THE PSEUDOCODE OF THE PDV SHELL SCRIPT
set the configuration parameters (test direction, Throughput
rate, frame size, test duration, timeout, percentage of fore-
ground traffic, sleep time, and the number of test runs) to their
desired values

set test_run to 0
WHILE test_run < number_of_test_runs

callMapperf-pdv with proper config. params.
wait for test_duration+timeout
IF (test_direction = FORWARD)
THEN record fw_PDV into the results file
ELSEIF (test direction = REVERSE)
THEN record rv_PDV into the results file
ELSEIF (test direction = BIDIRECTIONAL)
THEN record fw_PDV and rv_PDV into the results

file
ENDIF
sleep for a sleep duration
increment test_run

ENDWHILE

APPENDIX I
THE BASIC FLOWCHART OF MAPPERF-TP
See Fig. 16.

APPENDIX J
THE BASIC FLOWCHART OF MAPPERF-LAT
See Fig. 17.

APPENDIX K
THE BASIC FLOWCHART OF MAPPERF-PDV
See Fig. 18.
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