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Abstract  Due to the depletion of the public IPv4 address pool, the transition to IPv6 became inevitable. However, the 

transition will take a long time, while the two incompatible versions of the Internet Protocol coexist. Different IPv6 transition 

technologies were developed, which can be used to enable the communication in various scenarios, but they also involve 

additional security issues. In this paper, first, we develop a priority classification method for the ranking of different IPv6 

transition technologies and their most important implementations, so that the vulnerabilities of the most crucial ones may be 

examined first. Then we survey the most important IPv6 transition technologies by describing their application scenario and 

the basics of their operation and we also determine the importance of their security analysis according to our ranking system. 
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1. Introduction 

Although IPv6, the new version of the Internet Protocol, was 

standardized in 1998 [1], its deployment was very slow at the 

beginning and it started to accelerate only in the latest years for 

several reasons [2].  Unfortunately, the old version, IPv4, and the 

new version, IPv6, are incompatible with each other. Several IPv6 

transition technologies [3] were developed, which address various 

communication scenarios. In this paper, we survey the IPv6 

transition technologies and identify those of them which would be 

worth submitting of a detailed security analysis. To achieve this 

goal, first we develop a priority classification method for both the 

technologies and their most important implementations, and then 

we present a near exhaustive overview of the existing IPv6 

transition technologies together with their priority classification. 

This paper aims to be the first step of a research, which targets to 

identify and mitigate the security vulnerabilities of those IPv6 

transition technologies that will play the most important role in the 

upcoming transition to IPv6, which we are headed with for several 

years or perhaps decades. 

2. Our Priority Classification Method 

There are several IPv6 transition technologies, and some have 

many implementations, thus the thorough analysis of all of them 

would require a huge amount of resources. Therefore, we 

developed a simple method for their priority classification both at 

IPv6 transition technology level and at implementation level. We 

are aware that such ranking systems have their limits. E.g. 

considering too few factors, we may oversimplify the problem, 

whereas considering too many factors, we may make the problem 

too complex. The choice of the examined factors, the determination 

of their relative priority (or using a weighting system) are also 

subjective decisions.  

First, we define some expressions, which will be used in the 

classification as conditions. We call a solution standard, if it is 

defined by a valid (non-obsoleted) IETF RFC of at least Proposed 

Standard state. We call the solution obsolete if the defining RFC 

was obsoleted by another RFC (and there was no new version 

defined). In all other cases we call it non-standard. As for 

communication scenarios (that is the problem to be solved by a 

given IPv6 technology), we call a scenario relevant, if the scenario 

is common (there are or there will be a high number of users) and 

unavoidable (its usage is not based on someone’s unwise selection). 

Of course, both being common and being unavoidable are 

questionable, but this is the nature of the beast, as they refer to real 

life situations. 

We classify an IPv6 transition technology as important, if it is 

standard and the communication scenario is relevant. An important 

technology is also essential, if the technology is the only known 

standard solution (to the given scenario), otherwise it is replaceable. 

The security analysis of essential technologies will have the very 

first priority. They can be followed by the replaceable ones, 

probably one carefully chosen technology from each 

communication scenarios first, and the others may follow later on. 

If a solution is non-standard or the communication scenario is not 

considered relevant, we classify the security analysis of the IPv6 



  

technology as optional, unless we have good reasons to classify it 

important. The optional classification means the lowest priority 

and the obsolete class is trivial: they are not to be dealt with. For a 

more fine grain classification, we will also use the secondary term 

aging, to express that the communication scenario is expected to be 

no more common in the near future. 

As for the implementations, we only deal with those that are free 

software [4] (also called open source [5]) for multiple reasons: 

 The licenses of certain vendors (e.g. [6] and [7]) do not 

allow reverse engineering and sometimes even the 

publication of benchmarking results is prohibited. 

 Free software can be used by anyone for any purposes thus 

our results can be helpful for anyone. 

 Free software is available free of charge for us, too. 

Within the category of the free software implementations, we 

give further priority to those, which are used widespread and/or are 

known to be stable and high performance (if such information is 

available). 

3. Survey of IPv6 Transition Technologies 

We give a comprehensive survey of all known IPv6 transition 

technologies, presenting their purpose and the basics of their 

operation. We classify them, and if they are considered essential, 

we give some implementations, too. 

As there are a high number of IPv6 transition technologies, we 

follow the categories presented in [8]. 

3.1. Single Translation Type Solutions and DNS64 

The aim of these transition mechanisms is to enable a client, 

which can use only IPvX to communicate with a server, which can 

use only IPvY, where X and Y are from {4, 6} and X≠Y. They 

translate the IP data packets arriving from the client from IPvX to 

IPvY and also do the reverse translation for the packets arriving 

from the server. Although DNS64 [9] does not belong to them, we 

shall discuss it among them together with NAT64 [10] because 

these two technologies are used together. 

3.1.1. DNS64 and Stateful NAT64 

Both DNS64 [9] and stateful NAT64 [10] are standard solutions, 

and can be used together for enabling IPv6-only clients to 

communicate with IPv4-only servers. This communication scenario 

is expressly relevant because the ISPs (Internet Service Providers) 

cannot distribute public IPv4 addresses to their high number of new 

customers due the depletion of the global IPv4 address pool, and 

we consider it a commendable practice if they go ahead and deploy 

IPv6 instead of using CGN (Carrier Grade NAT) or any other 

solutions, which would keep their customers in the IPv4 world and 

thus make the transition period longer. However, still there are, and 

there will be servers, which can use only IPv4. Thus we consider 

the analysis of DNS64 and NAT64 important and also essential, 

because no other standard IPv6 transition technology exists for this 

scenario since NAT-PT was moved to historic status [11]. 

Now, we summarize the operation of DNS64 and NAT64 in a 

nutshell. 

The DNS64 server acts as a proxy: when in receives a request for 

an IPv6 address (AAAA record) for a given domain name, it asks 

the normal DNS system about it. If the DNS64 server receives a 

valid answer, then it simply returns the answer. If it does not 

receive a valid answer, then it asks the normal DNS system about 

the IPv4 address (A record) of the given domain name. The DNS64 

server uses the received IPv4 address to synthesize a so-called 

IPv4-embedded IPv6 address [12], which contains the IPv4 address 

at a well defined position. Finally, the DNS64 server returns the 

resulted IPv6 address (or an error message, if it had not received an 

IPv4 address). 

When a stateful NAT64 gateway receives an IPv6 packet, which 

belong to a new communication session, the NAT64 gateway 

constructs an IPv4 packet with the destination IPv4 address taken 

from the appropriate position of the destination IPv6 address, and 

with its own public IPv4 address as source address, and it registers 

the new session into its connection tracking table. When it receives 

a reply packet, it identifies the communication session, which the 

IPv4 packet belongs to and constructs an IPv6 packet. It is an 

important restriction of stateful NAT64 that a communication 

session may be initiated only from the IPv6 side. 

Most client-server applications can work well with the DNS64 

plus NAT64 solution, for more information see [13]. 

There are several free software DNS64 implementations. We 

have examined the stability and performance of BIND [14], TOTD 

[15], Unbound [16] and PowerDNS [17], and they all proved to be 

viable solutions but they showed different performances [18]. We 

have developed an experimental DNS64 server, mtd64-ng [19], 

which is not ready to be used in production systems, but as for its 

performance, it seems to be a good candidate. 

As “BIND is far the most widely used DNS software on the 

Internet” [14] and it supports DNS64, the security analysis of 

BIND is a must. We plan to select further candidate(s) after 

examining how the performances of the above mentioned DNS64 

implementations scales up in a function of the number of CPU 

cores. We have both the benchmarking methodology [20] and the 

performance measurement tool [21] ready for the analysis. 

As for free software stateful NAT64 implementations, we have 

experience with PF (Packet Filter) [22] of OpenBSD [23], which 

supports NAT64 since version 5.1, and the combination of the 

stateless TAYGA [24] and the Netfilter [25] of Linux (also called 

iptables after name of its user interface tool). We have examined 

and compared the stability and performance [26]. Ecdysis [27] and 

Jool [28] are two other free software stateful NAT64 

implementations, which we did not test yet. We plan to compare the 

performance of these four NAT64 implementations, before 

selecting some of them for detailed security analysis, however, 

presently we do not have a stateful NAT64 benchmarking tool, 

which complies with the relevant Internet Draft [29]. There is one 

NAT64 benchmarking tool, which complies with the draft, but it 

implements only the sateless NAT64 tests [30]. 

3.1.2. NAT-PT 

Basic NAT-PT and NAPT-PT were defined in a standard track 

RFC [31] in 2000. This rather complex solution addressed 

bidirectional translation between the IPv4 realm and the IPv6 realm 

but they were moved to historic status for several reasons in 2007 

[11]. 



  

3.1.3. SIIT 

The stateless IP/ICMP translation algorithm can be used to 

translate between the IPv4 and the IPv6 headers (including ICMP 

headers) in both directions. Although its previously defining 

standard track RFCs (RFC 2765, RFC 6154) have been obsoleted, 

it is considered as standard (defined by a proposed standard state 

RFC) [32]. Being stateless, it cannot be used as a solution for the 

IPv4 address shortage problem, but we still consider it relevant, 

because it can be used as a building element of more complex 

technologies, thus we classify its security analysis as important. As 

it is used in multiple technologies, we consider the essential vs. 

replaceable question in the case of those technologies. 

We note that the above mentioned Jool [28] implements also 

SIIT. 

3.1.4. SIIT-DC 

The non-standard SIIT-DC [33] is an application of SIIT in IPv6 

data centers (DC). Its goal is the enable DC operators to use 

IPv6-only servers, while their system is also available for 

IPv4-only clients. 

3.1.5. IVI 

IVI [34] (the name is the contraction of the Roman numbers IV 

and VI) is a non-standard stateless translation solution between 

IPv4 and IPv6, where the translation may be initiated from both 

directions. (It is similar to the standard SIIT [32].) 

3.1.6. SA46T-AT 

The aim of the non-standard SA46T-AT [35] was to enable an 

IPv6-only host to access to an IPv4-only host. The scenario is 

similar to that of DNS64+NAT64, but this technology would have 

been worked also with private IPv4 addresses, which added 

significant complexity to the solution. Its Internet Draft expired and 

it did not became an RFC. 

3.1.7. TRT 

TRT [36] is an old non-standard solution (or rather concept) 

aimed to enable IPv6-only hosts to exchange TCP or UDP traffic 

with IPv4-only hosts. The concept was good and it was later 

realized as stateful NAT64. 

3.1.8. DNS46 + NAT46 

Although it is not typical now, later on it may be a realistic 

scenario that some old IPv4-only clients will need help in accessing 

IPv6-only servers. The non-standard DNS46+NAT46 [37] solution 

addresses this problem. Unfortunately, the logic of the DNS64 plus 

NAT64 solution can not be followed, because IPv6 addresses 

cannot be embedded into IPv4 address. Therefore, dynamic 

mappings are made between some elements of the IPv4 and of the 

IPv6 address range, which implies that the DNS46 server and the 

NAT46 gateway have to use a common database. Regrettably, the 

Internet Draft has never became an RFC, thus we are waiting for a 

standard solution, as we do not know any other workable solutions 

for this scenario. 

3.2. Double Translation Type Solutions 

The aim of these transition mechanisms is to carry IPv4 packets 

thorough IPv6 networks. They translate the IPv4 data packets to 

IPv6 data packets when they enter into the IPv6 network, and back 

to IPv4 when they leave the IPv6 network. 

We note that double translation can not be used for carrying IPv6 

packets thorough IPv4 networks, because the longer IPv6 addresses 

cannot be stored in an IPv4 packet. 

3.2.1. 464XLAT 

464XLAT [38] is a non-standard solution, which allows clients 

on IPv6-only networks to access IPv4-only Internet services, such 

as Skype. This scenario is significantly differ from the application 

scenario of DNS64+NAT64, because here there are some IPv4-only 

clients. It can be a legitimate decision of the ISPs that they use only 

IPv6 in their network, because of both the higher operational costs 

and more security vulnerabilities of a dual stack network. However, 

they need to satisfy their users’ demand for the operability of their 

legacy IPv4-only applications. Therefore, although the security 

analysis of 464XLT has to be classified formally as optional, 

because 464XLAT is defined in an informational state RFC, we 

contend that it is worth doing so and therefore classify it important 

but replaceable and we give the basics of its operation. 

464XLAT performs two translations. The CLAT device operates 

on the client side: it translates the IPv4 packets of the IPv4-only 

client software to IPv6 and also performs the translation of the 

reply packets in the other direction. (It actually performs SIIT.) The 

PLAT devices operates at the ISP side, and it actually performs 

stateful NAT64. 

We note that CLAT acts as a router for IPv6 traffic. Thus 

464XLAT can be used together with DNS64+NAT64 as follows: 

IPv6 capable clients receive IPv6 addresses, and they can reach 

IPv6 servers natively, whereas they can reach IPv4-only servers 

using DNS64+NAT64. Only the traffic of the legacy IPv4-only 

clients undergoes the double translation. As for DNS traffic, CLAT 

acts as a DNS proxy. 

As for CLAT implementations, clatd [39] exists for Linux, and 

there is an implementation for Android, but we have no experience 

with them. Unfortunately, different CLATs will have to be tested 

for each mobile platform (e.g. Android, Windows Phone, iPhone) 

because the CLAT runs on the user’s device. 

3.2.2. MAP-T 

MAP-T [40] is a standard solution for the same problem solved 

by 464XLAT: its aim is to carry the IPv4 traffic of the users 

thorough the IPv6-only network of an ISP. The operation of the 

solution is rather complex, we give only some highlights. First, the 

MAP-T CE (Customer Edge) device performs a NAT44 operation 

to restrict the available TCP/UDP port numbers for the user.1 Then 

the CE performs a special stateless translation from IPv4 to IPv6, 

where the source IPv4 address and the selected port bits are 

encoded into the source IPv6 address according the MAP-T rules. 

The IPv6 packets can be destined to other users, where similar CEs 

perform the necessary transformations, or to the outside IPv4 

                                                   
1 At this point we have to mention that we have serious doubts with this 

design. A proper upper bound for the port number need of a user may be 

much higher than the average. Thus the statistical multiplexing of stateful 

NAT64 could be more advantageous. For the consequences of the lack of 

port situation, see [41], and for the port number requirements of web 

browsing see [42] and its references. 



  

Internet, in which case the MAP-T Border Relay performs the 

necessary transformations. 

The scenario is deliberately relevant, thus the security analysis of 

MAP-T is classified important, but also replaceable, because other 

solutions exists. And because of the complexity of the solution, we 

plan to prioritize other solutions. In addition to the security 

considerations provided in Section 13 of the RFC [40], we would 

like to mention two things: being a complex solution, there are a lot 

of room for security holes and it would be a non-trivial problem for 

firewalls to decode and interpret the IPv6 traffic containing the 

packets translated from IPv4 packets. 

3.2.3. dIVI 

The scenario of the non-standard dIVI [43] is the same as that of 

the standard MAP-T, and it also uses similar solution of encoding 

the port range into the IPv6 address. 

3.3. Encapsulation Type Solutions 

These solutions carry the packets of either IP version 

encapsulated into the packets of the other IP version. The tunnel 

may be explicitly created or automatic. 

3.3.1. 6in4 

The aim of the standard 6in4 [44] solution is to carry IPv6 

packets using IPv4 networks. (The idea behind is to connect the 

IPv6 “islands” using the IPv4 Internet, until the IPv6 infrastructure 

is completely built.) It is done by using static tunnels. Between the 

endpoints of the tunnels, the IPv6 packets are encapsulated in IPv4 

packets using the 41 protocol identifier for IPv6 in the IPv4 header. 

Due to the slow deployment of the IPv6 protocol, the scenario is 

still common and sometimes unavoidable, thus we classify the 

security analysis of 6in4 as important. Although different other 

tunneling technologies exist, 6in4 is so widely used (also as a 

component of other technologies) that we classify its security 

analysis also essential. 

As for implementations, all major network operating systems 

support it. E.g. a 6in4 tunnel endpoint may be statically configured 

under Linux by using the ip command and the sit tunnel 

interface. (Note: SIT stands for Simple Internet Transition.) 

3.3.2. 4in6 

Similarly, the standard 4in6 solution is a tunnel which carries 

IPv4 datagrams over IPv6 networks. It can be said that is was 

defined in [45], though this RFC defines a general encapsulation 

scheme, where packets of various protocols can be encapsulated 

into IPv6, e.g. IPv4, IPX, etc. 

As it is widely used (also as a building block of other 

technologies) its security analysis is important, but formally 

replaceable, because there are alternative solutions, e.g. double 

translation may be used instead. 

3.3.3. 6to4 

The standard 6to4 [46] solution aims to enable IPv6 sites, which 

have only IPv4 Internet connection, to communicate with other 

IPv6 sites being in the same situation or with the native IPv6 

Internet. The only prerequisite is that the sites must have a public 

IPv4 address. The solution provides globally routable IPv6 

addresses for the IPv6 sites using the 2002::/16 prefix and the 

public IPv4 address. The sites are made available through the node 

that has the public IPv4 address, functioning as a 6to4 router. The 

IPv6 packets are carried as encapsulated into IPv4 packets (using 

6in4) between two 6to4 routers, or between a 6to4 router and a 

6to4 relay, if the other party is a native IPv6 node. The solution has 

a very important advantage over using configured tunnels that here 

the tunnels are created automatically and no action form the site’s 

administrator is needed. 

As there are still many parts of the world, where the ISPs do not 

provide IPv6 Internet access, 6to4 is still in use and can be the most 

convenient way of easily getting IPv6 Internet access, thus we 

formally classify its analysis important, but also aging. Of course it 

is replaceable by explicit tunnels (from tunnel brokers).  

3.3.4. Teredo 

The standard Teredo [47] can be used instead of 6to4, if no 

public IPv4 address is available for the site. It was designed to be a 

last resort if no others solutions available. We classify its security 

analysis important and replaceable (tunnel brokers) but also aging. 

3.3.5. 6rd 

The aim of the standard 6rd [48] is to provide an easy and fast 

method for ISPs to provide IPv6 Internet access for its customers 

using the IPv4 infrastructure of the ISP. The solution operates 

similarly to 6to4 with the important difference that it does not use 

the 2002::/16 prefix, but rather the own IPv6 prefix of the ISP and 

it eliminates all the operational and QoS issues, which arose from 

the broken reverse path relays in the case of 6to4 [49]. 

Although we admit that 6rd may be still useful for some ISPs, 

we recommend the use of native IPv6 and therefore we classify the 

security analysis of 6rd as optional. 

3.3.6. ISATAP 

The non-standard ISATAP [50] aims to connect dual stack nodes 

over IPv4 networks. Being non-standard, we classify it as optional. 

3.3.7. MAP-E 

The standard MAP-E [51] aims to address the same scenario as 

MAP-T, and solutions are also similar, but MAP-E uses 

encapsulation and decapsulation instead of double translation. 

Similarly to MAP-T, we classify the security analysis of MAP-E 

important, but replaceable, and prefer other solutions. 

3.3.8. DS-Lite 

The standard DS-Lite [52] aims to address the same scenario as 

464XLAT, and the solution is somewhat similar, but DS-Lite use 

encapsulation and decapsulation and then CGN (carrier grade NAT) 

for the IPv4 traffic. (It carries the IPv6 traffic of the user 

unmodified, and its CPE also provides a DNS proxy for the IPv4 

applications as the CPE of 464XLAT does.) 

We classify the security analysis of DS Lite important, but 

replaceable, and prefer other solutions due to the problems 

described in [53]. 

3.3.9. Public 4over6 

The non-standard Public 4over6 [54] aims to provide IPv4 

Internet connectivity over native IPv6 network using global IPv4 

addresses. The defining informational RFC [54] recommends 



  

Lightweight 4over6 for new deployments, thus we mention this 

solution only for completeness, and we do not deal with it. 

3.3.10. Lightweight 4over6 

The standard Lightweight 4over6 [55] addresses the same 

scenario as DS-Lite, and the solution itself is an extension of 

DS-Lite. We classify its security analysis replaceable, and prefer 

other solutions. 

3.3.11. SA46T 

The non-standard SA46T [56] is another technology aims to 

provide a way to carry IPv4 packets over the single-stack IPv6 

backbone of ISPs. Its Internet Draft expired and was not published 

as an RFC, thus we do not deal with it. 

3.3.12. AYIYA 

The non-standard AYIYA [57] makes it possible to use tunnels, 

which carries any version IP packets in any version IP packet even 

over several NAT devices. The solution is deployed and used by 

tunnel brokers, but the Interned Draft expired long time ago. 

3.3.13. MPT 

The non-standard MPT [58] is a novel network layer multipath 

communication technology, which can be used as a tunnel solution, 

which supports both IPv4 or IPv6 tunnel over single or multiple 

IPv4 or IPv6 paths. It has one implementation [59], which has been 

successfully applied for different tasks, e.g. path throughput 

capacity aggregation [60], fast connection recovery [61] or 

elimination of the stalling events on YouTube video playback [62], 

but is has not been standardized yet. 

4. Discussion and Future Work 

By ranking the high number of existing IPv6 transition 

technologies into a few number of priority classes, we put the first 

step towards the security analysis of the most important ones. 

Our next step is the development of a methodology for the 

identification of potential security issues of different IPv6 transition 

technologies. This methodology will be based on STRIDE, which 

is the abbreviation of Spoofing, Tampering, Repudiation, 

Information disclosure, and Elevation of privilege. This method 

was developed for software design, and uses a systematic approach 

to help uncovering potential vulnerabilities [63]. Marius Georgescu 

recommended a possible way of the application of the STRIDE 

method to the security analysis of IPv6 transition technologies [8]. 

That paper used the STRIDE method for examining the possible 

vulnerabilities of the following four categories of IPv6 transition 

technologies: dual stack, single translation, double translation, and 

encapsulation. We found that approach very promising, and we 

would like to go further using a more fine grain analysis by using 

the STRIDE method for the security analysis of the selected IPv6 

transition technologies and their most important implementations. 

Currently we are working on a paper in, which we define the 

methodology and demonstrate its operability on the example of 

DNS64 and NAT64 [64]. 

5. Conclusion 

We have developed a priority classification method for the 

ranking of different IPv6 transition technologies and their most 

important implementations, so that the vulnerabilities of the most 

crucial ones may be examined first. 

We have surveyed the available IPv6 transition technologies by 

describing their application scenario and the basics of their 

operation and we also determined the importance of their security 

analysis according to our ranking system. 
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