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Abstract—Several factors, such as network delays, congestion, differing path lengths, and varied processing durations at intermediary nodes, can cause out-of-order arrival of the packets, negatively affecting network performance, decreasing throughput, and increasing latency. When packets arrive out of order, the receiver may need to wait for missing packets before assembling a complete message, resulting in additional delays. Furthermore, some applications, like music and video streaming, require continuous and ordered data flow. Any out-of-order arrival of packets can result in jitter and decreased quality. To mitigate the impact of this issue in MPT-GRE multipath networks, MPT contains a packet reordering mechanism. In this paper, we designed a network topology that generated delays and limited the transmission speed on one of the paths. We investigated how the out-of-order arrival of packets influences the throughput aggregation capability of the MPT library with and without enabling the packet reordering feature of MPT. Our network throughput measurements show that by enabling MPT's packet reordering mechanism, MPT can efficiently aggregate the throughput of both symmetric and asymmetric channels.
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I. INTRODUCTION

The acceleration of the development of technologies that use multiple interfaces motivated researchers to find solutions and techniques that help take advantage of the multipaths. Every day we rely on intelligent devices (4G/5G smartphones, tablets, laptops), all containing multiple network interfaces. In contrast, TCP/IP protocols are designed to use a single interface per session. In devices with multiple interfaces, data exchange during a communication session cannot take advantage of the multiple interfaces, therefore, only one path is available at a time. Thus, there was a need to develop multipath technologies for the maximum benefit of exploiting multiple interfaces, especially in sessions that require significant amount of data exchange. Moreover, some implementations that need continuous and timely data exchange, such as music and video streaming, necessitate a continuous and ordered flow of data, and any flaw in the order of packets can result in jitter and decreased QoS (Quality of Service) and QoE (Quality of Experience) [1], [2]. As a result, the communication structure and protocols must be constructed to carry out multipaths. A growing number of investigations are focusing on multipath communication as a viable area of investigation. Multipath is crucial to deal with fault tolerance where networks with multipaths are more resistant to failures. If a single path in the network fails, traffic can be switched through different paths, guaranteeing that the network maintains to operate without interruption [3]. Multi-paths solution can distribute traffic more evenly, preventing congestion on any path. This technique can improve network performance and reduce latency. Having multiple paths in a network can provide redundancy, ensuring that data can still be transmitted even if one path is congested or unavailable. Overall, the network that uses a multipath mechanism provides essential benefits that contribute to the network's reliability and performance. MPT [4] and MPTCP [5] are potential alternatives using the multipath approach. Combining congestion control and packet reordering techniques in MPTCP provides improved aggregate throughput performance for varying link delay disparities [6], [7]. Transparent end-to-end connection setup, multipath-allowed congestion control, and the elimination of head-of-line blocking are just a few of the benefits of the MPTCP protocol's adoption [8]. Regarding modern electronic devices, MPT can be a crucial technique for making the most of the multiple network interfaces of our contemporary devices. GRE-in-UDP encapsulation allows MPT to function at the network layer [9].

In our current paper, we designed a network topology to investigate the effect of the out-of-order arrival of the packets on the efficiency of the tunnel throughput aggregation capability of MPT-GRE. We used one path with a fixed transmission speed and no delay, whereas we applied several transmission speeds and delay combinations on the other path. We investigated how the out-of-order arrival of packets influences the throughput aggregation capability of the MPT-GRE software with and without enabling the packet reordering feature of MPT. We also examined how the value of the reordering window parameter influences the effectiveness of packet reordering and thus, the throughput aggregation capability of the MPT-GRE.

The rest of this paper is arranged as follows. In section II, we introduced a summary of MPT. In section III, we explain the packet reordering in MPT. Section IV includes experimental test environments in both hardware and software configurations. Section V displays the various MPT measurements and results. Finally, we present our conclusion.
II. MPT COMMUNICATION LIBRARY

MPT is a communication library that enables multipath data transfer over the GRE (Generic Routing Encapsulation) protocol. The MPT-GRE library is an open-source project actively maintained and developed by a research group at the University of Debrecen [4]. It is available for various operating systems and platforms, for example, Linux. It allows multipaths to be utilized simultaneously for increased bandwidth and improved network utilization. MPT software can be used for a variety of applications, including video streaming, and high-performance computing [10]. It encapsulates the data in GRE packets, then the packets are transmitted over one of the multiple paths and the data stream is reassembled at the receiving end. The MPT software generates a logical interface (tunnel) to facilitate communication between hosts. The MPT software offers a standard multipath solution by providing a tunnel interface initialized in the end nodes to define the socket; the MPT software then reads packets arriving at the tunnel interface (IPv4 or IPv6) from the source node. For the UDP portion of this packet, a new GRE will be created before it is delivered via a potential physical route [11], [12]. Fig. 1 shows the conceptual architecture of MPT-GRE. The tunnel interface can be established directly to the physical interfaces using MPT software.

The multi-layered structure of the MPT is depicted here. MPT improves the original GRE-in-UDP concept by allowing multiple physical channels. It's similar to MPTCP, but MPT uses UDP at the bottom, expands on GRE in UDP, and gives us an IP tunnel layer that supports both TCP and UDP [14].

III. PACKET REORDERING IN MPT

In MPT, the delay of the various channels might vary, and out of order packet arrival can happen during packet sequence transmission. An optional component of the MPT environment provides correctly ordered packet transmission for tunnel communication. When this option is turned on, the receiver stores incoming (unordered) packets in a buffer-array. The packets are then ordered according to the GRE sequence numbers, ensuring they are transferred to the receiver's tunnel interface correctly. Two parameters control the reordering. The reorder window option specifies the length of the buffer array used for reordering based on generic routing encapsulation sequence numbers. The maximum buffer delay parameter specifies how long a packet can be stored in the buffer array (milliseconds). Even if packets are missing before the packet under consideration, the packet will be sent to the tunnel interface if it is delayed in the buffer array for the given time. MPT will not wait for more time when data isn't received, and it's considered lost. Arriving packets are sent to the logical interface based on their GRE sequence number, ensuring the ordered delivery is maintained even if a packet is lost. If the maximum buffer delay is set too low, and the following number in the sequence doesn't arrive, MPT may incorrectly consider it a lost one; MPT must remove it to ensure order-right delivery [15]. If set too high, the packet loss will be detected too late, lowering communication performance. The reorder window parameter has to be large enough to adjust packets arriving at the maximum line rate from all operational paths of the selected connection within a maximum buffer delay time [13].

IV. MPT TEST ENVIRONMENT

We have constructed a measurement and evaluation test system, as illustrated in Fig. 2.

As a test environment, we used the resources of NICT (National Institute of Information and Communications Technology) StarBED, Japan. We used three DELL PowerEdge R430 servers having two dual core Intel Xeon E5-2683 v4 CPUs and 384GB DDR4-2400 Memory.

Two distinct versions of MPT have been implemented (32-bit and 64-bit). We used mpt-gre-lib64-2019.tar.gz in our paper. We downloaded the MPT file from [16].

In our previous paper [14], we have explained it detail, how the MPT configuration files are to be set. This time we have made the configuration files available on GitHub[17].

V. EXPERIMENTS WITH PACKET REORDERING

To examine and analyze the impact of the packet reordering mechanism on the MPT, several scenarios were implemented with different cases in terms of enabling and disabling packet reordering and testing the tunnel throughput efficiency in the MPT library using the IPerf3 [18] tool to measure network throughput.
throughput in real time. Throughput refers to the amount of data that can be transmitted in each second through the tunnel.

On the client end, we used the following style commands:

```bash
iperf3 -c 192.2.2.2 -t 100 -f M
```

Using this command, we ran an experiment for 100 seconds and got the throughput in MB/s. The MPT library was examined with asymmetric paths at different speeds, 10, 20, 30 ... and 100 Mbps, and with appropriate weight setting for the second path [14]. On the server end, the following command line was used to start IPerf3 in server mode:

```bash
iperf3 -s -f M
```

We used an additional computer to manage the varying delays of bypassing traffic using the Linux `tc` tool. We tested with various delays and speed amounts using the following command:

```bash
tc qdisc add dev eno2 root netem delay x ms rate y mbit.
```

The values of delay $x$ have been set to 10 ms, 20 ms, 30 ms, 40 ms, and 50 ms, whereas the values of transmission speed $y$ have been set to 10 Mbps, 20 Mbps, ..., and 100 Mbps.

We note that the delay has been added to both network interfaces of the computer, i.e., the packets were delayed in both directions.

A. With Packet Reordering Mechanism

In the first scenario, the packet reordering mechanism in MPT was enabled by setting the values of the reorder window and maximum buffer delay parameters to 900 and 300 ms, respectively.

When we measured the throughput of the MPT tunnel, the results showed an initial transient at the beginning of the tests and then they became stable. A sample for the first 20 seconds results is presented in Fig. 3. It shows the transient state of measurement when the transmission speed is 70 Mbps with a delay of 50 ms.

For calculating the throughput of the MPT tunnel, only the results during the steady state were used. Fig. 4 shows the tunnel throughput as a function of different transmission speeds and delays with packet reordering enabled in MPT.

Our results show that the reordering mechanism of MPT is efficient, and the steady state throughput was decreased only to a small extent due to the delay applied for the second path. For example, when the second path had 40 Mbps speed, the effect of the decrease of the throughput of the tunnel was as follows: in the case of 10 ms, 20 ms, 30 ms, 40 ms, and 50 ms delay the throughput was reduced only by 1 Mbps, 2 Mbps, 5 Mbps, 6 Mbps, and 8 Mbps, respectively.

B. Without Packet Reordering Mechanism

In the second scenario, the MPT has been implemented without the packet reordering mechanism by setting the value...
of reorder window parameter to zero. As it is apparent from the results Fig. 5, introducing the delay negatively affected the throughput of the tunnel. For example, when the second path had 10 Mbps speed, the effect of the delay on the throughput of the tunnel was severe, and the throughput in case of 10 ms, 20 ms, 30 ms, 40 ms, and 50 ms delays was reduced by 70.6 Mbps, 69.1 Mbps, 72 Mbps, 72.7 Mbps, and 75.1 Mbps, respectively.

C. Effect of the Reorder Window Parameter

We have also examined how the value of the reorder window parameter affects the effectiveness of the reordering mechanism of MPT and thus also its throughput aggregation capability. The transmission speeds were 100 Mbps and 50 Mbps for the first path and second path, respectively. As for the value of the delay we kept the previous values (10 ms, 20 ms, 30 ms, 40 ms, and 50 ms). As for the value of the reorder window parameter values, we tested a parameter series that increased exponentially (they were 25, 50, 100, 200, 400, 800, and 1600) to be able to cover a wide range by performing a relatively low number of tests.

Our results in Table I show the effect of the reorder window parameter: if the reorder window size is too small, then the throughput aggregation is inefficient. The throughput
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Table I. Effect of the Reorder Window Parameter on MPT Throughput Aggregation.

<table>
<thead>
<tr>
<th>Reorder window size</th>
<th>Delay= 10 ms</th>
<th>Delay= 20 ms</th>
<th>Delay= 30 ms</th>
<th>Delay= 40 ms</th>
<th>Delay= 50 ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>15.3</td>
<td>7.43</td>
<td>4.98</td>
<td>3.83</td>
<td>2.95</td>
</tr>
<tr>
<td>50</td>
<td>28.1</td>
<td>13.9</td>
<td>9.88</td>
<td>8.69</td>
<td>5.54</td>
</tr>
<tr>
<td>100</td>
<td>55.4</td>
<td>26.5</td>
<td>17.9</td>
<td>14.2</td>
<td>11.2</td>
</tr>
<tr>
<td>200</td>
<td>137</td>
<td>65.6</td>
<td>35.7</td>
<td>25.6</td>
<td>21.1</td>
</tr>
<tr>
<td>400</td>
<td>137</td>
<td>134</td>
<td>62.1</td>
<td>41</td>
<td></td>
</tr>
<tr>
<td>800</td>
<td>132</td>
<td>130</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1600</td>
<td>129</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table II. The Length of the Transient Period.

<table>
<thead>
<tr>
<th>Reorder window size</th>
<th>Delay= 10 ms</th>
<th>Delay= 20 ms</th>
<th>Delay= 30 ms</th>
<th>Delay= 40 ms</th>
<th>Delay= 50 ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>50</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>200</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>800</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>1600</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>8</td>
</tr>
</tbody>
</table>
aggregation is efficient if the reorder window size is large enough. And further increasing the reorder window size beyond necessity does not have any effect. The appropriate choice of this parameter is one of our future research interests.

Our results in Table II show the length of the transient period, that is, the number of seconds during which the throughput (at the beginning of the measurement) was lower than the throughput in the steady state.

VI. CONCLUSION

In this paper, the effect of the out-of-order arrival of the packets due to an additional delay at the second path and the effectiveness of the packet reordering mechanism of MPT have been extensively studied. We implemented two main scenarios: the packet reordering mechanism was enabled in the first scenario and disabled in the second one. We measured the efficiency of the throughput aggregation capability of MPT with different combinations of transmission speeds and delays applied to the second path.

In the first scenario, we experienced only a minor decrease of the throughput due to the delay applied to the second path, whereas in the second scenario, the tunnel throughput aggregation was affected significantly: the tunnel throughput deteriorated drastically due to the out-of-order packet arrivals. Thus, we proved the effectiveness of the packet reordering mechanism of MPT.

We have also examined how the value of the reorder window parameter affects the effectiveness of the reordering mechanism of MPT and thus also its throughput aggregation capability. We have found that if the reorder window size is too small, then the throughput aggregation is inefficient. The throughput aggregation is efficient if the reorder window size is large enough, and increasing the reorder window size beyond necessity does not have any effect. The appropriate choice of this parameter is one of our future research interests.
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