
 
In Nyquist rate converters, the error is reduced by using a large number of small steps in the quantizer 
characteristic. 
In oversampled data converters, specifically sigma-delta modulators, the error is 
corrected by estimating the error in advance and subtracting it from the input.  

 
However, since the error is not known until it is made, e[n] is not known when ê[n] is 
needed. Therefore, some means must be found to estimate the error.  
In the case of sigma-delta converters, the error can be estimated by exploiting some 
knowledge of the frequency domain behavior of the input signal. Specifically, it is 
assumed that the signal is changing very slowly from sample to sample, or equivalently, 
its bandwidth is much less than the sampling rate. For exceedingly slow signals, a first-
order estimate of the error to be committed in quantization can be formed. The first-
order estimate of the current error e [n] is simply the previous error e [n – 1]. 
 

 
With a few straightforward steps, the system can be transformed into that of Fig below, 
where the delay element is now immersed in an integrator feedback loop. 
 

 
 
 

 



DSM topológia variációk 
 

 

LP (Low Pass) MOD1:

 
 

   



LP MOD1: 
 

 
 
 
In: linear chirp (100Hz to 5000Hz) 
     fovs: 0.64 MHz; M = 64 (L = 1, n = 1)  
FFT: 64K (65 536 data points, ≈ 0.1s)  

 

0.45ms (292 samples) @ ≈ 3kHz 

dotted line:
(1 - z-1) 

around 8-9 bits
by dig LPF 
(decimation) 

fovs/2
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A second-order estimate of e[n] may be formed by assuming that the error e[n] varies linearly 
with time. In this case, an estimate of the current error e[n] may be computed by changing the 
previous error e[n– 1] by an amount equal to the change between e[n– 2] and e[n– 1]. The second 
order error estimate is thus 

 
and the second-order modulator is the following 

 
After a number of steps, that the modulator can be transformed into a modulator in which the 
feedback loop delays are again immersed in practical integrator blocks 

 
Fig’s show the simulated output of the modulator when fed with a simple sinusoidal input 
 

  



PCM vs. 2nd order DSM 

 
48-Msample/s input sequence, consisting of a 48-kHz 
sinusoid with small amplitude [plus a small amount of 
white noise such that the input signal-to-noise ratio 
(SNR) is 100 dB]. Fig. 2(a) shows the power spectral 
density (PSD) plot of the resulting quantizer output 
sequence, and Fig. 2(b) shows a time-domain plot of the 
quantizer output sequence over two periods of the sinusoid 
 

 
 

 
Same 48-Msample/s input sequence considered above is 
applied to the input of the modulator, and the discrete-time 
integrators in the modulator are clocked at 48 MHz. Fig. 
4(a) shows the PSD plot of the resulting modulator output 
sequence, , and Fig. 4(b) shows a time-domain plot of over 
two periods of the sinusoid 

 
Two important differences with respect to the uniform quantization example shown in Fig. 2 are apparent: 
(1) the quantization noise PSD is significantly attenuated at low frequencies, and (2) no spurious tones are 
visible anywhere in the discrete-time spectrum. 



 
LP MOD2: 
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ANALOG MULTIBIT LP MOD1 
 

 
 
 

 
 

AD9260 
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DIGITAL LP MOD1 and MOD2 
 

 
 
 
A (N =)14-bit, (fN =)10 MSPS DAC Using Multi-bit Delta-Sigma Modulation 
 
 
 

 

  M = 12      L = 4       K (= n) = 6
5

 

 
 

 



 

…   
The input and output of the integrator, U1 and V1, each have a component that depends on 
the modulator input: 
 

 
This input dependence results in large signals for U1 and V1 when the input is large (→ 
op amp clipping, harmonic distortion …) 
 

The input-feedforward path in modulator is a method of relaxing the requirements on analog 
blocks: 
 

 
The input and output of the integrator, U1 and V1 no longer depend on the modulator 
input X. The removal of the input signal component reduces the swing at the internal 
nodes of the modulator which relaxes the headroom requirements, and allows for more 
efficient op amp architectures to be used. 
[However, the input-feedforward path presents a couple of complications, namely the increased loading the 
input has to drive, the analog adder at the quantizer input …] 
The approach can be expanded to a second-order noise-differencing modulator: 
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