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ABSTRACT The pursuit of high sampling rates and high bandwidth is a long-term theme for oscilloscopes.
Recently, accurate test requirements and advanced technology have driven high-resolution oscilloscopes to
be a new appeal in both research and industry. Previous high resolution acquisition methods either obtain
more bits by reducing the sampling rate or work with many restrictions. In this paper, we propose a novel
architecture where parallel ADC is used in quantization interleaving ADC (QIADC) manner, to achieve
more bits of resolution. Both the on-chip implementation and the off-chip implementation are presented in
a straightforward manner. Although the proposed schemes are different, they have exactly the same effect
on resolution enhancement. Based on the basic theory of quantization-sampling model, the principle of
QIADC is explained in statistical domain. Furthermore, we derive an explicit expression of enhanced bit.
To achieve the goal of both high sampling rate and resolution, a dual channel QIADC oscilloscope prototype
is designed and the effectiveness of the proposed method is demonstrated. Experimental results show that
i) Smaller signals can be identified and the dynamic range of the system is significantly improved by 5.7dB;
ii) The effective number of bits (ENOB) has an improvement of 0.5-bit at multiple frequency points in the
1 GHz band; iii) A higher precision waveform capture is provided through arbitrary waveform test. Finally,
the utilization and power overhead of proposed QIADC is also analyzed in this paper.

INDEX TERMS Data acquisition, quantization, statistics analysis, oscilloscope, resolution enhancement.

I. INTRODUCTION
With the persistent development of modern telecommunica-
tion systems, aerospace equipment and radar transceivers,
the capture of complex signals in these systems has become a
major challenge. Digital storage oscilloscope (DSO), which
is a core instrument that ensures the observation and analysis
of complex signals, has been widely employed in faults diag-
nosing during design and capture anomalies [1]–[5]. On the
other hand, sampling rate and bandwidth are the key com-
petencies of DSO, because these two indicators are impor-
tant attractions for users. So the studies on these the above
indicators will last long-term in the field of measurement and
instrumentation.

The significance of the measurement lies in the feedback
to the real situation. In some specific cases, such as recording
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high-resolution radar signals or high-energy physics experi-
ments [5], the oscilloscope resolution is very important since
waveform capture with more resolution means more accurate
description of the signal. But due to limitation of process-
ing ability, traditional DSO has 8-bit resolution typically.
Recently, the progress of computer computing and storage
capability has driven the birth of high-definition oscillo-
scope. Therefore, the research of high-precision or high-
resolution DSO has become a fresh point of practical
applications [6], [7].

In this paper, our goal is to design a high-resolution
oscilloscope with ultra-fast sample rate. So, those classical
methods that use speed to exchange resolution, such as sigma-
delta modulators (6 − 1) [8], [9], digital-based averaging
techniques [10]–[12] and FIR or IIR filters [13]–[15] are
neglected in this paper. To achieve our goal, we investigate
the resolution-enhanced solutions for high speed acquisition
systems that break through the resolution of single ADC and
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achieve resolution improvement through parallel acquisition
architecture. We will first review the mainstream architec-
tures with high bandwidth, high sample rate and high reso-
lution acquisition purposes, and analyze the pros and cons of
these methods.

A typical method used to realize the required high-speed
technique involves the time-interleaved ADC (TIADC),
which uses multiple ADCs with same sampling rate to
acquire the same signal at different time instant. A significant
advantage of this parallelism is the relaxation of the time
speed on each channel. Therefore, the design of each channel
is easier. However, any small channel mismatch between sub-
ADCs will cause gain and phase error that results in signif-
icant performance degradation. Therefore, error estimation
and calibration methods have been proposed to suppress the
spurious components and restore the dynamic performance
of sub-ADCs. Specifically, the mixed signal compensation
[16]–[18] and blind signal calibration techniques [19], [20]
have been extensively studied. Besides, digital bandwidth
interleaving (DBI) and asynchronous time interleaving (ATI)
techniques enlarge the sampling rate and digital bandwidth
by frequency interleaving as reported in [21]–[23], but the
challenge is the frequency response equalization problem for
filter banks [24].

If the aforementioned techniques are methods to expand
the acquisition performance in horizontal dimension, a par-
allel sampling technique referred to time-synchronized ADC
(TSADC) [25], [26] is to pursue performance improvement
in vertical dimension. And a hybrid acquisition architecture
utilizing both the horizontal and vertical expansion is also
found in [27]. With the advantages of enhancing dynamic
range and effective number of bits (ENOB), TSADC has been
reported in [25]–[28]. A typical report in [25] first proved
that the uncorrelated noise can be reduced in TSADC; further
in [26], the combined impact of signals, harmonics and noise
and their correlation has been investigated in depth. However,
TSADC still has theoretical limitations in terms of the nature
of resolution enhancement and its applicable constraints.
In [29], the author indicated the applicable premise requires
standard deviation of noise large than the least significant
bit (LSB) of ADC.

As a step towards our ultimate goal, this paper studies theo-
retical issues of the quantization process of ADC and parallel
ADC. We will propose a novel resolution-enhanced method
referred to quantization-interleaved ADC (QIADC). Under
the background of quantization-sampling theorem which has
been proposed by Widrow et al. in [30], we derive an explicit
formula for the enhanced effects of the proposed architecture
from a statistical point of view. Furthermore, we take the
design of a dual channel prototype as an example, and the
implementation of QIADC is set up to show the resolution
improvement from three experiments. Finally, the power con-
sumption is also analyzed. The results show that the cost of
resources and power consumption is very small compared to
the contribution in resolution of this method.

The contributions of our work therefore can be concluded
as: i) A resolution-enhanced architecture is proposed and two
QIADC schemes are given. ii) Using quantization-sampling
model, the core quantization theorem based on QIADC is
given and proven. The theory of the proposed QIADC also
further extends this model. iii) An oscilloscope prototype of
a dual channel QIADC is implemented, we verify both the
feasibility and correctness of QIADC. To this end, an oscillo-
scope with both ultra-fast sample rate and high resolution is
designed when the performance of a single device is limited.

The rest of this paper is organized as follows: Section II
reviews the quantization theory from a statistical perspec-
tive, which is the fundamental of QIADC model; Section III
focuses on the proposed QIADC architecture and explains
the principle of improvement; Next, a high resolution oscil-
loscope prototype based on dual channel QI structure is
designed, details of the implementation are introduced in
Section IV; In Section V, experiments are conducted to
demonstrate the effectiveness of QIADC; Finally, a brief
conclusion of this paper is given in Section VI.

II. REVIEW OF QUANTIZATION THEORY
In this section, a brief review of the quantizing-sampling the-
orem will be demonstrated. In the time or frequency domain,
quantization is a nonlinear problem that is difficult to analyze
by using linear theory. However, from a statistical view, the
analysis of quantization process is an easy problem. As first
proposed in [30], non-linear quantization theory is analogous
to the analysis of signal sampling theorem. Therefore, we first
review the fundamental theory of quantization and its statis-
tical model.

A. DEFINITION AND DENOTATION
If we observe the baseline of the oscilloscope in a period
as ensemble samples, each baseline at different times is a
random noise signal. The histogram result of the amplitude
at certain time is a random variable, shown in Fig. 1 (a).

FIGURE 1. Derivation of a histogram: (a) histogram of x that indicates the
relative frequency of the samples falling within the given quantum box;
(b) when limit the bar width of histogram to zero, the PDF of x is
continuous.

The relative frequency of each bar equals the probability
of event occurring within a given quantum box. When the
width of quantum box approaches infinitely small, the his-
togram becomes a continuous function f (x) in the limit state,
sketched in Fig. 1 (b). Therefore, the probability density
function (PDF) of signal x(t) is denoted as f (x). Note that,
the area covered by f (x) is unit.

When each sample quantized by a quantizer, the actual
amplitude is rounded to a fixed set of values, which are
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FIGURE 2. Equivalent model of quantization: (a) simplified model of the
quantizer; (b) PDF of quantization noise.

usually encoded as words of finite length. Thus, the quan-
tization process causes accuracy loss unavoidably. Quantiza-
tion loss or quantization noise can be modled as an additive
noise to the original signal [30], shown in Fig. 2 (a). The
impact of a quantizer is modeled by an additive, independent
noise, uniformly distributed in [−q

/
2, q

/
2], where q is LSB.

Therefore, its pdf fn(x) has a uniform distribution, sketched
in Fig. 2(b).

It is well known that, when two independent random vari-
ables are added, the PDF of the summation results is a convo-
lution of the PDFs of the two independent random variables.
Therefore, we calculate the convolution of fx(x) and fn(x), and
obtain the real PDF of the quantized signal. The convolved
PDF is written by

f_x (x) = fx(x) ∗ fn(x)

=

∞∫
−∞

fx(α)fn(x − α)dα

=

x+q/2∫
x−q/2

fx(α) ·
1
q
dα. (1)

where ∗ is convolution operator.

B. STATISTICAL MODEL OF QUANTIZATION
Based on the concepts of original PDF, quantization noise
PDF and convolved PDF, we introduce an important model
of quantization-sampling.

The quantizer discrete the continuous voltages to a set of
quantized values, always expressed as sample code. Thus,
if the signal is in the scale of reference voltage of N–bit
ADC, the effect of quantizer is a sampling impulse train that
uniformly distributed on the horizontal axis with interval of
q = 2−N , shown in Fig. 3 (d), which is represented by

p(x) = q
∞∑

m=−∞

δ(x − mq). (2)

The multiplication operation between impulse and con-
volved PDF yields an impulse train of varying weights

fy(x) = f_x (x) · p(x)

=

x+q/2∫
x−q/2

fx(τ )
1
q
dτ ·

∞∑
m=−∞

q · δ(x − mq)

=

∞∑
m=−∞

wm · δ(x − mq), (3)

where weight of the mth pulse is wm =
∫ mq+q/2
mq−q/2 f (α)dα.

FIGURE 3. Formulation of quantization process in PDF domain (a) PDF of
original input x ; (b) PDF of quantization noise n; (c) Convolved PDF of
fx (x) and fn(x); (d) An uniformly distributed impulse train; (e) Product of
f_
x

(x) and p(x) which is the PDF of quantized signal y .

FIGURE 4. Formulation of quantization process in CF domain (a) CF of
original input x ; (b) Sinc function, CF of quantization noise n; (c) Product
of 8x (u) and 8n(u); (d) CF of quantized signal y , periodic repetition of (c)
with period of 9.

Fig. 3 shows the process of quantization. It can be found
that the quantizer is a sampler in the statistics domain, which
is analogous to the sampler of signal in time domain.

C. CHARACTERISTIC FUNCTION
The characteristic function (CF) that is the Fourier transform
of PDF can be defined as

8x(u) =

∞∫
−∞

fx(x)ejuxdx. (4)

The input CF is sketched in Fig. 4 (a). In general, a Gaus-
sian distribution has a same envelope in transform domain.
Accordingly, the CF of quantization noise is calculated as

8n(u) =

∞∫
−∞

fn(x)ejuxdx

=

q/2∫
−q/2

1
q
ejuxdx

= sinc(
qu
2
), (5)
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where sinc(u) = sin(u)
/
u. In Fig. 4 (b), a sinc function

is pictured and this corresponds to the PDF of Fig. 4 (b).
On the reference of convolution property, the convolution of
PDFs yields the product of the CFs. Therefore, the convolved
PDF can be represented by 8_x

(u) = 8x(u) · 8n(u), shown
in Fig. 4(c).

Using eq. (4), we derive the CF of impulse train as a new
train of impulses in CF domain, that is

8p(u) = 9
∞∑

k=−∞

δ (u− k9). (6)

where, period interval of quantization frequency is 9 =

2π
/
q. Again using the convolution property, the sampling in

PDF domain provides the convolution of8_x
(u) and8p(u) in

CF domain. Fig. 4 (d) illustrates8_x
(u) produces periodically

repetition, which holds

8y(u) = 8_x
(u) ∗8p(u)

= 9

∞∑
k=−∞

8x(u− k9) · sinc
[
q · (u− k9)

2

]
. (7)

Next, we discuss the relationship between sampling model
in time domain and quantization model in statistics domain.
The sampled signal holds the periodic spectrum. Instead of
repeated with period of� = 2π

/
T in time domain,8_x

(u) is
repeated with a period of quantization frequency9 = 2π

/
q.

This reveals similarity of sampling theorem. The difference of
two theories is the basic symbolic expression of the sampling
period T and the LSB q. This is because that the domain of
analysis is different.

III. QUANTIZATION INTERLEAVING ARCHITECTURE
In this section, a novel QIADC is proposed to achieve higher
quantization resolution. We first demonstrate two types of
general scheme which are typical implementations. Then use
a two channel structure as an example to explain the prin-
ciple based on the previous quantization-sampling theorem.
Finally, we propose the core contribution of this architecture.

A. TWO TYPE OF QIADC STRUCTURE
Traditional oscilloscope directly sends the signal to ADC
for sampling and quantization. This leads the resolution of
acquisition same as individual ADC. We now extend it to
parallel M > 1 channels and more bits can be obtained
through the structure referred to QIADC.

Fig. 5 depicts the overall scheme of the proposed structure.
The proposed QIADC structure consists of M separate indi-
vidual channels which use an ADC with same resolution of
N -bit and same sampling rate. The ADCs driven by a same
clock source are normally working simultaneously. Signal
flow is shown with the arrow in this diagram, where the input
signal is sampled at the Nyquist frequency. First, the analog
input goes into a power splitter driver that divides the input x
into M identical sub signals.

Different from traditional direct sampling, the first oper-
ation is adding different offset value inside ADC before the

FIGURE 5. Structure of QIADC (a)Form I, the offset is added inside ADC,
changing the conversion function of each quantizer. (b) Form II, the offset
is added outside ADC, biased signal is quantized by the M quantizers
with same conversion function.

signal is sent to quantizer, shown in Fig. 5 (a). For the mth
channel input, the fractional offset is om = (m− 1)1, where
m ∈ [1,M ] and1 is the 1

/
M fractional of q, i.e.,1 = q

/
M .

The added offset shifts the characteristics of each quantizer
by om. When the signals of M channels are quantized, high-
speed data of multiple channels are added to obtain one
result. This is the second operation in this architecture. The
output of the architecture enhances data resolution, and the
number of enhancement bits is directly related to the number
of channels.

The type of adding offset inside ADC is called form I.
In form I, the offset is added to the quantizer, which changes
the conversion function of each quantizer. However, for some
board-level designs, the internal operation of theADC is diffi-
cult to achieve and the accuracy is poor. So form II is proposed
to solve this problem. In Form II, the offset is added to signal
before sent to ADC, andM ADCs quantize biased signal. The
difference is the addition offset outside ADC, but it actually
remains the same improvement in quantization. The explicit
improvement will be explained in next subsection.

B. A TWO CHANNEL EXAMPLE
The principle of the proposed architecture can be explained
by a two channel QIADC using the quantization-sampling
model. This theory also provides further insight of
quantization-sampling model.

Let an arbitrary convolved PDF of input signal f_x (x) as
shown in Fig. 6 (a). The quantizer of the first channel samples
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FIGURE 6. Formulation of the QIADC in PDF domain (a) PDF of input,
convolution of original signal and quantization noise; (b) Impulse train of
original quantizer; (c) Impulse train of shifted quantizer; (d) Sum of the
PDF of two quantizers, the envelope is same as (a).

the PDF with impulse train of p1(x). Each code band projects
onto the x-axis and generates an impulse that locates at
the center of a code strip. General mid-tread quantizer has
(2N − 1) code bands that quantizes x in (−q

/
2, q

/
2) into

code zero, quantizes x in (q
/
2, 3q

/
2) into code one and so

on, as shown in Fig. 6 (b). The union of all code bands covers
the entire reference voltage range. Therefore, one quantizer
corresponds to an impulse train.

Fig. 6 (c) shows the second biased impulse train. Next we
will discuss how this train is produced. For form I structure,
this conversion function is changed due to the additional
offset inside ADC. Thus, the x in (0, q) is quantized into code
one, x in (q, 2q) is quantized into code two and so on, shown
in Fig. 6 (c). Hence, the impulse train in the second channel
is shifted by q

/
2, given by p2(x) = p1(x − q

/
2).

For form II structure, since no offset is added to the ADC,
the conversion function of the second quantizer is the same
as the first one. However, the offset of 1 = q

/
2 is added to

the input signal, leading to the final result of the quantization
changed. Different from x in (−q

/
2, q

/
2) corresponds to

code zero, two quantized results are produced in this code
band. With added 1, x in (−q

/
2, 0) still has the quantized

result of zero. But x in (0, q
/
2) is quantized into code one.

This is because the actual quantized x is (0 + q
/
2, q

/
2 +

q
/
2) = (q

/
2, q) which is corresponding to the result of

one. Result of next code band also changes and so on. Fig. 6
(c) shows this result. From the above discussion, form II is
analogous to form I essentially. The impulse train of biased
quantizer is also a shift of p1(x), which gives p2(x) = p1
(x − q

/
2).

Next, f_x (x) is sampled by separately, which gives

fy1 (x) = f_x (x) · p1(x), (8)
fy2 (x) = f_x (x) · p2(x), (9)

Summing the eq. (8) and eq. (9), a new impulse train is
generated, written as

f_y (x) = fy1 (x)+ fy2 (x)
= f_x (x) · [p1(x)+ p2(x)]
= f_x (x) · p(x). (10)

where, new impulse train is p(x) = q
∞∑

m=−∞
δ(x − m q

2 ). This

quantization result is analogous to the a (N+1)-bit quantzier,
whose LSB is just half of N -bit quantizer.

FIGURE 7. Formulation of the QIADC in CF domain (a) CF of input; (b) CF
of original quantizer; (c) CF of shifted quantizer, odd spectrums are
reversed; (d) Sum of the CF of two quantizers, the height and period of
new CF is twice of (b).

In transfer domain, the CF of input can bewritten as8_x
(u),

shown in Fig. 7 (a). After sampling by the impulse train,
whose CF 8p(u)is given in eq. (6), the spectrum of 8_x

(u)
is repeated with period of 9. Fig. 7 (b) illustrates the output
of original quantizer, represented by 8y1 (u).

For the shifted quantizer with offset 1 = q
/
2, the CF of

shifted impulse train can learn from the property time shifting
of Fourier transform which is given by [31] and written as

8p2 (u) = e−juq/2
[
9

∞∑
k=−∞

δ(u− k9)

]

= 9

∞∑
k=−∞

δ(u− k9) · e−juq/2
∣∣∣
u=k9

= e−jkπ ·9
∞∑

k=−∞

δ(u− k9), (11)

where, the exponential term has value of e−jkπ = (−1)k .
When k is even, 8p2 (u) is same with original quantizer.
Whereas when k is odd, it has a reversal envelope of
8p1 (u). This yields the CF of 8y2 (u) part rotation, as shown
in Fig. 7(c). In Fig. 7(d), making the summation of original
quantizer and shifted quantizer, we get the output of a two
channel QIADC, expressed as

8_y
(u) = 8y1 (u)+8y2 (u)

= 29
∞∑

l=−∞

_

8x(u− 2k9). (12)

Since (N+1)-bit quantizer has a half LSB of N -bit quan-
tizer, its quantization radian frequency is double of the N -bit
quantizer, that gives 9N+1 = 29N . Therefore, the output of
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a (N+1)-bit quantizer yields

8ŷN+1 (u) = 9N+1

∞∑
k=−∞

_

8x(u− k9N+1)

= 29N

∞∑
k=−∞

_

8x(u− 2k9N ). (13)

Compare eq. (12) and eq. (13) to conclude that a two
channel N -bit QIADC is analogous to (N + 1)-bit ADC.

C. ENHANCEMENT OF RESOLUTION
For a more general situation, we extend it to the case of a
fixed number M > 1 channels, the essential improvement of
resolution is proposed in this part.

1) QUANTIZING THEOREM
G To achieve the improvement of QIADC, the CF of x is

band-limited, so this requires

8x(u) = 0 for |u| >
9

2m
=

π

qm
. (14)

G The achievable bit of improvement of M channel
QIADC is

b = log2M . (15)

To recover the whole input information from M channel
QIADC, the CF should avoid aliasing, which requires a
constraint of eq. (14). Besides, to achieve the theoretical
enhancement, channel mismatches or non-ideal errors are
inevitable. It is required all the errors, such as slight offset,
gain, time skew, bandwidth mismatch, and nonlinearity error,
have been calibrated and controlled at first. Under these two
assumptions, the resolution can be improved as (15).

2) PROOF OF Eq. (15)
The increased performance is independent of the original
number of bits but is strongly related to the number of
channels.

Let the resolution of original quantzier isN -bit. For themth
channel impulse train. Themth channel impulse train pm(x) is
shifted by om in horizon axis compared with the first channel
p1(x). Therefore, we directly obtain the CF of themth channel
impulse train

8pm (u) = e−ju(mq/M )
·

[
9N ·

∞∑
k=−∞

δ(u− k9N )

]

= 9N ·

∞∑
k=−∞

δ(u− k9N )· e−ju(mq/M )
∣∣∣
u=k9

= 9N ·

∞∑
k=−∞

δ(u− k9N ) · e−jk9N (mq/M ), (16)

where, 8pm (u) has a period of 9N . After the linear sum-
mation of M channels, the CF of QIADC system output

arrives at

8ŷ(u)=8_x
(u) ·

M∑
m=1

8pm (u)

=8_x
(u) ·

M∑
m=1

[
9N

∞∑
k=−∞

δ(u− k9N ) · e−jk9N (mq/M )

]

=8_x
(u) ·

∞∑
k=−∞

α(k) · δ(u− k9N ), (17)

where, the internal sum is α(k) = 9N

M∑
m=1

e−jk9N (mq/M ) .

Notice that α(k) in eq. (10) can be computed as follows:

α(k) = 9N

M∑
m=1

e−jk(2π/q)·(mq/M )

= 9N

M∑
m=1

e−jm2πk/M

=

{
M ·9N , k = lM

0 , k 6= lM .
(18)

The basis for this result is the fact that the summation
over one period of a periodic complex exponential is zero.
However, when k = lM , where l ∈ Z , complex exponential
has a real value. Substituting the eq. (18) to eq. (17), the final
output can be further derived by

8ŷ(u) = 8_x
(u) ·M9N

∞∑
l=−∞

δ(u− lM9N ). (19)

On the other hand, (N + b)-bit quantizer has a period of
quantization frequency 9N+b = 2b9N , which means M
channel QIADC system is analogous to the (N +b)-bit ADC.
So the eq. (15) is proven.

D. ENOB ANALYSIS
Besides the enhancement of real bit, i.e., ADC resolution,
the ENOB is also improved in QIADC. ENOB is a key metric
of evaluating the application performance. According to the
definition in IEEE Std 1241 [33], this indicator is defined by
equation ENOB = N − log2(σ

/
qrms), where σ and qrms is

respectively the root-mean-square (rms) of all uncorrelated
noise and quantization noise. There are kinds of factors to
influence σ , such as temperature, circuit quality, frequency of
the input, etc.. An important feature is as σ increases, ENOB
will reduce. Averaging is an effectivemethod to reduce uncor-
related noise which causes the significantly improvement of
ENOB. When using averaging technique, the gain of bit can
be written by

GENOB = log2
(
σ ′
/
σ
)
. (20)

where σ ′ is the noise rms of output data.
Since that the standard deviation of the sum of M sta-

tistically independent random variables only increases by
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√
M for averaging method. Therefore, the gain of ENOB is

GENOB = 1
/
2 · log2M after averaging operation. However,

the improvement of averaging only works when quantization
noise is lower than thermal noise, which means that,GENOB is
limited by level of uncorrelated noise. This can be explained
by a simulation in Fig.8. In this simulation, the standard
deviation of thermal noise gradually increases from 0, and
the step size is 0.1LSB. Through the ENOBs comparisons
of single ADC, 2 channel TSADC and 2 channel QIADC,
the relationship between noise and ENOB are depicted in this
figure. TSADC is a typical parallel averaging method.

FIGURE 8. An comparison ENOB v.s. level of uncorrelated noise. The
ENOBs are calculated from a same signal that is respectively sampled by
single ADC, 2 channel TSADC and 2 channel QIADC.

Obviously, for ideal condition of σ
/
q = 0, TSADC has no

contribution to ENOB.When σ
/
q > 0.5, the gain of TSADC

is 0.5 bit. The simulation results are consistent with the theo-
retical valueGENOB|M=2 = 0.5 bit. This shows the premise of
TSADC is nearly 0.5 times of LSB. However, the excess bits
of QIADC is not limited by noise level. As σ increases from
ideal condition to normal condition, the improvement stays
0.5 bit. Though for a good ADC with extreme low thermal
noise, the improvement of 0.5 bit is also obtained for a dual
channel QIADC. This simulation concludes that QI sampling
has the same ENOB improvement of averaging when σ is
large. Besides, the boost is not constrained by noise level.

IV. APPLICATION OF QUANTIZATION INTERLEAVING
The proposed architecture has been implemented in an oscil-
loscope with one acquisition channel, which has sampling
rate of 5GSPS and resolution of 11-bit. The 11-bit resolution
is achieved through dual channel QIADC structure. If the
prototype is not configured in QIADC manner, the input
signal is sampled by a single ADC. Each ADC has 5GSPS
sampling rate and 10-bit resolution.

The core circuit diagram is illustrated in Fig. 9. From
the signal generator, the input signal passes through three
circuit boards. 1) The first is conditioning board, composed
of low-pass (LP) filter, single-ended to differential circuit
and a power splitting network, which is designed for voltage

FIGURE 9. An implementation diagram of dual channel QIADC structure,
including a conditioning board, an acquisition board, and a processing
board.

adjustment to adapt ADC. 2) Next is acquisition board, which
includes two ADCs and two SLAVE field programmable
gate arrays (FPGAs). This board is used for basic signal
digitization, acquisition in different mode and hardware dec-
imation. Selected FPGA (XC7K325T, Xilinx, Inc., Kintex-
7 series) receives the parallel data streams from the twoADCs
that meet the specific protocol and control data acquisition
process. The ADC configuration is done by software before
normal operation. 3) The last is processing board which is
consists of a synthetical FPGA (XC7K325T, Xilinx, Inc.,
Kintex-7 series) and a configurable clock generator. High-
quality sampling clock signal is generated in this module and
frequency conversion is finished through phase-locked loop.
This FPGA reconstructs the high speed data and stores the
sampled data in the first-in first-out (FIFO) buffer (Normal
acquisition mode) or the third-generation double data rate
(DDR3) memory (Mass storage acquisition mode). Finally,
the sampled data are sent to industrial PC for display and
advanced analysis through peripheral component interface
express (PCI-e) interface.

The proposed QI technology runs through the entire sys-
tem. As aforementioned analysis, form II is analogous to form
I essentially. In this design, in order to adapt to this platform,
the front-end is implemented in type I manner. Operation of
adding offset is done by configuring the offset control register
inside ADC. Then, the implementation of summation process
lands in the MASTER FPGA.

The selected ADC (EV10AQ190A, E2V, Inc., Quadruple
series) has an offset register to compensate for the offset
bias, which can be regarded as the interface of internal
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FIGURE 10. The test platform of prototype evaluation.

offset adjustment. According to the datasheet of ADC [32],
we find the variation offset range is ∼±20LSB and the total
configuration step size is 1024. So, the digital control word
(DCW) can be calculated by the following equation

om = o0 −
m
M
·
1024
40

. (21)

Therefore, the update value of two offset registers to be sent
are calculated, illustrated in Table. 1.

TABLE 1. The update DCW of offset registers, M = 2.

V. EVALUATION
In this section, we evaluate QIADC from the aspects of static
test without signal, dynamic test in terms of ENOB analysis
and arbitrary waveform. First, the smallest signal that can be
recognized is significantly improved. Second, the standard
ENOB evaluation of acquisition system has been carried
out, which demonstrates the effectiveness of improvement of
dynamic parameters. Finally, we show that our method deliv-
ers more accuracy in real signals capture. These experiments
are based on the self-organizing test platform.

A. EXPERIMENT SETUP
The experiment is based on the test platform which includes
the oscilloscope prototype, oscilloscope calibrator, signal
generator and arbitrary waveform generator (AWG) shown
in Fig. 10. The instrument that is under test is the designed
high resolution oscilloscope prototype. Software developed
on visual studio 2017 runs on Windows 7 operating sys-
tem, which supports the configuration operated through the
panel or peripherals flexibly. The prototype will be first cali-
brated by the oscilloscope calibrator (FLUKE, 9500B) auto-
matically and accurately. The input signals of experiment are
provided by two types of signal generator. One is RF signal
generator (Rohde & Schwarz, SMB 100A) which supplies

high frequency sinusoidal signals from 100kHz to 20GHz
to the prototype. The other instrument on the top of SMB
100A is arbitrary waveform generator (RIGOL, DG4162).
It generates many kinds of complicated signals for the time-
domain waveform test.

B. BASELINES
In the first experiment, we tested the standard deviation of
baseline noise, denote as σ , without any input signal. This is
an effective evaluation of the small signal which reflects the
static performance of an oscilloscope.

FIGURE 11. Baseline test without any input signal. (a) The top plot shows
the baseline without QI technique. (b) The bottom plot shows the
waveform after employing QI technique with M = 2. The marker shows
the standard deviation of baseline noise.

Fig. 11 visually shows the baseline noise@1mV/div. In the
measurement table on the screen, the column of ‘P10’ gives
the result of σ , which is calculated by N samples

σ 2
= mse =

1
N

N∑
n=1

(yn − ȳ)2, (22)

where, ȳ is the mean of total samples. From Table 2, it shows
that the σ of 12.19 µV and 27.24 µV with and without
QIADC in the two figures of Fig. 11 (a)&(b). Table 2 records
the measured standard deviation of baseline noise at different
vertical scales. From the small signal range @ 1mV/div to
large signal range @ 1V/div, the test is carried with the
sampling rate of 5GSPS. By comparing Table 2, theminimum
value and typical value of σ decreases after applying QIADC
method. This indicates that the smaller signal can be recog-
nized in the system. From the table, it shows that the smallest
signal is defined in the prototype with rms of 11.03 µV.
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TABLE 2. Measured baseline noise @5GSPS.

FIGURE 12. ENOB curves in different acquisition modes. The input
frequency has an input range from 100MHz to 1GHz.

The result of this experiment demonstrates an improve-
ment in terms of static noise performance. This mostly con-
tributes to the reduction of quantization noise of QIADC.
Besides, since the noise from two channels are independent,
σ of uncorrelated noise is also reduced after the summation
of sampled data. In addition, this result also contributes to
the system dynamic range. With the same largest signal,
the dynamic range of system improves

20 · lg
(

21.4µV
11.03µV

)
= 5.7568 dB. (23)

C. DYNAMIC PERFORMANCE
Next, the dynamic performance of system is verified by test-
ing the ENOB at different frequencies. First, the SMB100A
generates a set of sinusoidal waves from 100MHz to 1GHz
as analog input with frequency interval of one hundred mega-
hertz. Then, the digitized output data is sent to the industrial
PC for ENOB analysis. The ENOB can be calculated in
frequency domain by SINAD test method proposed in IEEE
Std 1241 [33]. After the calculation of SINAD, the value
is transferred to ENOB by the relationship of (71) in [33].
Repeat this calculation process and plot a curve of ENOB as
a function of frequency, shown in Fig. 12.

From the horizontal point of view, it can be seen that ENOB
decreases when frequency increases. The main reason for the
drop is that even if the original signal amplitude is same,
the jitter noise power on the sampling clock increases as the
frequency increases. Distortions and nonlinearity spurs are
also positively correlated with frequency of input. By the
vertical comparison, it can be seen that the best ENOB per-
formance that appears in QIADC mode is 7.5-bit@100MHz,

which is 0.5-bit higher than traditional single channel mode.
And this enhancement keeps same in the whole 1GHz band.

Through this experiment, it can be concluded that com-
pared with the traditional sampling method, the real per-
formance is significantly improved in the system with QI
method. But the result also shows that this method has little
contribution to jitter noise cancellation, which is a typical
source of correlated noise.

D. WAVEFORM
The third experiment depicts the time domain waveform.
In this experiment, we chose typical square and sinc signal
that generated from AWG as test signals. Fig. 13 illustrates
the different views of captured waveform with and without
QI technique. For better observation, the signal is partially
amplified in the zoomed window.

FIGURE 13. Time-domain waveforms of by (a) 20MHz square signal
captured without QI technique; (b) 10M sinc signal captured without QI
technique; (c) 20MHz square signal captured with QI technique; (d) 10M
sinc signal captured with QI technique. The partially enlarged view of the
waveform is displayed in the embedded window in the figure.

Fig. 13 (a) illustrates the square waveform captured by tra-
dition sampling method. It can be seen that for slow-changing
parts, the details of ripple are poor. The focus part of flat
signal shows that waveform changes cannot be recognized
due to insufficient resolution. However, fromFig. 13(c), when
applying QI sampling technique, the ripple can be observed
clearly and the details of ripple are rich. The result reflects the
nature of high resolution that is a more accurate description
of waveform.

Fig. 13 (b)&(d) show the view of sinc signal and its tail
acquired with tradition method and QI method. In the zoom
view, it can be found that instead of the saw tooth on the signal
captured by tradition method, the waveform is more smooth
when sampled by the QI technique, shown in Fig. 13 (d).
From this experiment, it can be concluded that except for the
advantage of high definition, the QI sampling also contributes
to waveform smoothing and noise cancellation.

156730 VOLUME 7, 2019



J. Gao et al.: Theory of QIADC and Its Application in High-Resolution Oscilloscope

E. CONSUMPTION ANALYSIS
Previous results show good behavior in terms of small signal,
ENOB and waveform. However, the improvement comes at
the cost of extra resource requirements.

FIGURE 14. Utilization of Logic resources and power consumption
comparison (a) Utilization without QI technique (b) Utilization with dual
QI technique (c) On-chip power without QI technique (d) On-chip power
with dual QI technique.

The parallel architecture first requires onemore ADC. This
causes an increase in the cost of the basic device, which also
results in twice power and area of the circuit. In addition,
Fig. 14 shows the utilization of on chip resources and the
power consumption of MASTER FPGA. The percentage
result shows that more BRAM and BUFG resources are used
since the parallel ADCmethod requires the processing chip to
transfer and cache high-speed data from two ADC channels
instead of single channel. Besides, due to more D flip-flops
are used, dynamic power increases from 2.277W to 2.441W.
Increased power consumption only accounts for 6% of total
power consumption but the improvement of baseline noise
and ENOB presented in experiment B&C is significantly
higher than a single channel. Although the consumption
increases, from this figure, it shows great efficiency in terms
of logic resources and its power.

VI. CONCLUSION
We have proposed a parallel acquisition architecture to
improve vertical resolution for the ultra-fast applications.
Through interleaved sampling in vertical axis, we obtain
more bits of resolution in the acquisition system.

In this work, we first introduced the quantization theory
from a statistical perspective to build the foundation theory
of QIADC. Besides, a precise analysis of improvement was
proposed and proven by a statistical quantization-sampling
model for the first time. Next, we have designed a high
resolution oscilloscope prototype based on dual channel QI
structure. Experiments are carried to demonstrate the real

effectiveness of QIADC from three aspects of baseline test,
dynamic test and arbitrary waveform test. Compared with tra-
ditional methods, the experimental results have shown higher
dynamic range and ENOBwithQIADC technique. Except for
applied to the instrument integrated with acquisition system,
the proposed technique also provides a new angle in high
resolution integrated circuit design.
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