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Summary

RFC 8219 has defined a comprehensive benchmarking methodology for the

IPv6 transition technologies. It recommends two kinds of measurement setups:

The dual device under test (DUT) setup facilitates the benchmarking of the

customer edge (CE) and provider edge (PE) devices together using a legacy

RFC 2544 or RFC 5180 Network Performance Tester, whereas the single DUT

setup requires a separate technology-specific tester for the benchmarking of

each device. As such, special-purpose testers do not exist for the vast majority

of the IPv6 transition technologies; the only viable solution can be the usage of

the dual DUT setup. In this paper, we investigate if the two kinds of measure-

ment setups provide the same or different results; moreover, we examine how

the single DUT measurement results can be estimated from the dual DUT

measurement results. To that end, we make theoretical considerations and also

perform IPv4 packet forwarding and stateless IP/ICMP translation (SIIT) mea-

surements using both measurement setups and analyze the results of the

throughput and latency measurements. It was found that the throughput

results of the dual DUT setup could approximate well those of the single DUT

setup and their differences followed the predictions of our theoretical consider-

ations. However, the latency results did not always follow the theoretical

expectations.
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1 | INTRODUCTION

The Internet is undergoing a transition from IPv4 to IPv6, which has been a slow process for several reasons and will
likely as not take at least another decade.1 As IPv4 and IPv6 are incompatible with each other, IETF has standardized
several IPv6 transition technologies.2 They can be used in various communication scenarios. For example, in the current
state of the transition to IPv6, the IPv4-as-a-Service (IPv4aaS) technologies enable the Internet service providers (ISPs)
to use only IPv6 in their access and core networks (to save costs) and still continue providing an IPv4 Internet access
for their customers. The five most important such technologies are 464XLAT, DS-Lite, MAP-E, MAPT-T, and Lw4o6.3

They all have their advantages and disadvantages4 that network operators need to consider when choosing the most
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appropriate IPv4aaS implementations for their networks. Performance and especially scalability can be important deci-
sion factors when they choose the technology and its given implementation to use. RFC 82195 defined a benchmarking
methodology for IPv6 transition technologies in 2017. However, the network operators still cannot find published mea-
surement results of the performance of different implementations of the various IPv4aaS solutions. One of the chief
obstacles to performing RFC 8219 compliant measurements is the fact that the single device under test (DUT) setup
requires a technology-specific tester (see Section 2.2 for details). One mitigation for the problem can be the usage of the
dual DUT setup. In theory, it can be applied to eliminate the need for a technology-specific tester, allowing instead
the use of a commercially available RFC 25446 or RFC 51807 compliant Network Performance Tester. However, RFC
8219 mentions that “one of the limitations of the dual DUT setup is the inability to reflect asymmetries in behavior
between the DUTs.” In addition to that, we shall point out further potential and actual differences.

Throughput is a widely used performance characteristic, which can be measured in various ways. For example,
Kov�acs used iperf, and he also measured the download time of a large file and then calculated the throughput as file
size per download time.8 The results of these two kinds of measurements were in good agreement. Al-Imareen and
Lencse used iperf3 (the latest version of iperf) in both.9,10 The application of iperf3 is very common, and it is even
known as “the industry standard tool and the most common tool to use for Ethernet throughput measurement.”11 How-
ever, it has a serious limitation. The measurement results may depend on both the performance of DUT and of the mea-
surement environment, that is, the computers used for the execution of the iperf server and the iperf client. This
limitation also applies to the results obtained by other methods, for example, by downloading a file and measuring its
download time. This issue has been addressed by RFC 2544, which laid down the methodology for benchmarking net-
work interconnect devices in an objective way. (See Section 2 for a short summary of the details.) Therefore, we have
chosen siitperf,12 a high-performance RFC 2544, RFC 4814,13 RFC 5180, and RFC 8219 compliant measurement tool.

The aim of this current effort is to investigate if the two kinds of measurement setups provide the same or different
results. Moreover, we examine how one can estimate the single DUT measurement results from the dual DUT measure-
ment results, which could open up the possibility of benchmarking the five most important IPv4aaS technologies with-
out special testers specific to each given technology. To that end, we make theoretical considerations and perform IPv4
packet forwarding and stateless IP/ICMP translation (SIIT)14 performance measurements using both measurement
setups and analyze the results. The significance of our current research is that it would be advantageous if one could
use the dual DUT setup, which does not require a special-purpose tester and estimate the results of the single DUT
setup, which characterize the performance of the DUT better.

The remainder of this paper is structured as follows: In Section 2, we summarize all necessary background informa-
tion on the state-of-the-art benchmarking methodology defined by a series of IETF RFCs, as well as the basics of the
operation of our testing tool and its improvements in a nutshell. In Section 3, we make different theoretical consider-
ations about the equivalence and difference of the dual DUT setup and single DUT setup. In Section 4, we perform
IPv4 packet forwarding tests and analyze our results. In Section 5, we make some more sophisticated SIIT measure-
ments and analyze the results. In Section 6, we present our conclusions and highlight our plans for future research.

2 | BACKGROUND INFORMATION ON BENCHMARKING

In short, the aim of benchmarking is to produce reasonable and reproducible measurement data that can sufficiently
characterize the performance of the tested device.

2.1 | Benchmarking methodology for network interconnect devices

RFC 25446 has specified all important aspects of the performance measurements of network interconnect devices. They
include test setup, types of measurements, measurement procedures, and frame sizes.

In the simplest case, the measurement setup is made up of two devices, the tester and the DUT. They both have two
network interfaces, which are connected so that the tester can send test frames through the DUT and receive
them back.

The most important performance characteristic is the throughput. It is defined as the highest constant frame rate at
which the DUT is able to forward all test frames without frame loss. It has to be measured using bidirectional traffic,
and test trial must be at least 60 s long. In practice, throughput is usually measured using a binary search.
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Latency is measured at the frame rate previously determined by the throughput measurement.
Frame loss rate is determined at various frame rates decrements in steps of a maximum 10% starting from the theo-

retical maximum frame rate for the media until there is no frame loss in two consecutive measurements.
There are standard frame sizes, with which the above measurements are performed, for example, 64, 128, and

256 bytes.
The appendix of the RFC also specifies the test frame format. If IP packets are forwarded, then the transport layer

protocol should be UDP, and the source and destination port numbers have fixed values in the original version. This
configuration was changed by RFC 4814,13 which—among others—requires the usage of pseudorandom source and
destination port numbers.

RFC 51807 extended the benchmarking methodology for devices using IPv6, but it excluded IPv6 transition technol-
ogies from its scope.

2.2 | Benchmarking methodology for IPv6 transition technologies

RFC 82195 has defined a comprehensive benchmarking methodology for IPv6 transition technologies. To that end, it
has classified the high number of IPv6 transition technologies into a low number of categories regarding the solution
they apply for access and core network traversal. These categories are:

1. Dual stack
2. Single translation
3. Double translation
4. Encapsulation

As dual stack means that both IPv4 and IPv6 protocol stacks are implemented, the dual stack devices do not need
any new methodology: they can be benchmarked as described by RFC 2544 and RFC 5180.

Single translation technologies should be benchmarked according to the single DUT setup shown in Figure 1.
Although the arrows are unidirectional, testing with bidirectional traffic is required and testing with unidirectional traf-
fic is optional. IPv6 is used on the one side and IPv4 is used on the other. Care should be taken with the minimum and
maximum frame sizes as frame size is changed due to the translation between IPv6 and IPv4. Otherwise, the situation
is fairly simple, when, for example, a SIIT14 gateway is benchmarked.

However, the single DUT setup can also be used for benchmarking one of the building blocks of a double transla-
tion or encapsulation technology solution. This task can be demanding regarding the abilities of the tester; for example,
when the Address Family Transition Router (AFTR) of DS-Lite15 is benchmarked, then, for example, on the left side,
the tester sends IPv6 packets that contain encapsulated IPv4 packets and it receives IPv4 packets on the right side. As

FIGURE 1 Single DUT test setup, where X ≠ Y, X, Y � {4, 6}.5
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for the traffic in the reverse direction, the tester sends IPv4 packets on the right side and receives IPv6 packets that con-
tain encapsulated IPv4 packets on the left side. And the traffic is different when the B4 element of DS-Lite is
benchmarked. Again, for benchmarking the customer edge (CE) and border relay (BR) elements of MAP-E16 or MAP-
T,17 a technology-specific traffic has to be used. It means that a special-purpose tester is needed for benchmarking each
element of every single IPv6 transition technology. Using the dual DUT setup can mitigate this problem (see explana-
tion below).

Double translation and encapsulation technologies should be benchmarked according to the dual DUT setup shown
in Figure 2. In the case of the five aforementioned IPv4aaS technologies, it means that the tester has to send and receive
only IPv4 traffic. In the case of 464XLAT and MAP-T, the IPv4 packets are translated to IPv6 packets and then back to
IPv4 packets. In the case of the other three IPv4aaS technologies, the IPv4 packets are encapsulated into IPv6 packets,
and they are then de-capsulated. We note that in the case of some other IPv6 transition technologies, the tester may
need to send and receive IPv6 packets that are encapsulated into IPv4 packets by the given IPv6 transition technology
which are then de-capsulated.

As for the benchmarking procedures, RFC 8219 has adopted the throughput and frame loss rate measurement pro-
cedures of RFC 2544 without any change. Thus, these tests can be performed according to the dual DUT setup using
legacy RFC 2544 or RFC 5180 compliant testers.

RFC 8219 has redefined the latency benchmarking procedure to use at least 500 timestamps (instead of a single one)
to achieve more precise results; thus, strictly speaking, that measurement cannot be performed using a legacy tester.

2.3 | RFC 8219 compliant testers

To the best of our knowledge, our siitperf is the world's first free software RFC 8219 compliant SIIT tester implementa-
tion. Its original version literally followed the test frame format described in the appendix of RFC 2544 including the
fixed port numbers.12 It was then enabled to use RFC 4814 pseudorandom port numbers.18 Its most current version can
also be used for benchmarking stateful NAT44/NAT64 gateways.19 Its core business logic was written in C/C++ using
DPDK to ensure high enough performance.

From the very beginning, siitperf was designed to be a flexible tool for research purposes. Therefore, it uses param-
eters even where the RFCs recommend constants. For example, RFC 2544 requires testing first with a single IP address
pair and then with 256 destination networks, but siitperf allows any number of destination networks to be set from
1 to 256. It also allows the setting of the same IP version at both sides, meaning it can be used to measure IPv4 or IPv6
packet forwarding performance, too.

Our team is working on the implementation of other RFC 8219 compliant testers, for example, the design of a
MAP-T tester was reported in Al-hamadani and Lencse.20

3 | THEORETICAL CONSIDERATIONS OF EQUIVALENCE OR
DIFFERENCE OF THE TWO SETUPS

In this section, we make various considerations regarding what factors may cause a difference between the results pro-
duced using the single or the dual DUT setup.

FIGURE 2 Dual DUT test setup, where X ≠ Y, X, Y � {4, 6}.5
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3.1 | Asymmetry of the operation of the two DUTs

As for the asymmetry of the operation of the two DUTs, we have actual experience with the Jool implementation of the
464XLAT and MAP-T technologies.21 We measured the packet forwarding performance of the CLAT and PLAT compo-
nents of 464XLAT together, and then, we repeated the measurement by logging the CPU utilization of the two devices
to discover which was causing the bottleneck. It was the PLAT, which was accurately reflected in our results. We also
measured the packet forwarding performance of the CE and BR components of MAP-T together and then used the
same method to find the bottleneck, which was the CE. Thus, this measurement system was found unsuitable for mea-
suring the performance of the BR component. This meant a significant limitation for us as we were interested in the
scalability of the BR, but we were unable to measure it: We found only a lower bound of it. (In a real-world application
scenario, one provider-side device serves a high number of client-side devices. This is why we are usually interested in
the performance and scalability of the provider-side devices.)

3.2 | Different number of routing table entries

In the simplest case, when routers are benchmarked according to the single DUT setup, the router needs to have at least
two entries in its routing table (one for each network); however, if two routers are benchmarked together, the routers
need to have at least three entries (again, one for each network, see Section 4.4). The situation is similar, when more than
one destination networks are used. (See Section 4.4 for the details and the performance consequences of the difference.)

3.3 | The issue of the identical devices

In theory, the information technology (IT) industry produces completely identical devices, including computer hard-
ware. For example, if buying two instances of a given type of CPU, they should have exactly the same performance. This
applies to all other devices, too. However, RFC 2544 throughput is defined as the highest frame rate at which the device
can forward all packets without frame loss. In practice, the measured throughput can be different, even if theoretically
identical devices are used. (See Section 4.3 for our results demonstrating the issue.)

3.4 | Question of expected results

Let us suppose that we know some performance characteristics of a device measured according to the single DUT setup.
Let it be just a router for simplicity. If we neglect all the aforementioned issues, what performance characteristics do we
expect, if two of them are benchmarked together?

For example, the throughput should be roughly the same. The latency measured using the dual DUT setup should
be the double of the latency measured using the single DUT setup. But what about the frame loss rate? Should it be the
same or the double? Our prediction depends on the model we have in mind. For example:

1. If frame loss is caused by some random events, then we expect the frame loss rate to be doubled.
2. If frame loss is caused by the exhaustion of the processing capacity, the frame loss should be the same.

With these uncertainties, it is not easy to make an accurate prediction even when estimating the results of the dual
DUT setup on the basis of the results of the single DUT setup. And our aim is usually the opposite.

4 | IPv4 PACKET FORWARDING MEASUREMENTS

The primary aim of these measurements was to check how the higher number of routing table entries influence the
performance of the dual DUT setup compared to the single DUT setup. As a preliminary test, we also compared the
IPv4 packet forwarding performance of three theoretically identical devices with the aim of detecting potential differ-
ences and to also select the two that had a similar performance.
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4.1 | Hardware and software environment

The measurements were done at the University of Debrecen using the equipment of the Faculty of Informatics.
As for the tester device, we used a computer with the following relevant parameters: Asustek ROG STRIX Z390-H

GAMING motherboard, Intel Core i7-9700KF CPU, 4 � 16 GB 1333 MHz DDR4 RAM, and dual-port Intel 82599ES
10GbE network interface card (NIC).

In order to save on the power budget, we switched off the last two of the eight cores of the CPU using the following
commands:

echo 0 > /sys/devices/system/cpu/cpu6/online

echo 0 > /sys/devices/system/cpu/cpu7/online

As a consequence, the remaining CPU cores could operate at 5.1 GHz clock frequency during our measurements.
We used Ubuntu 18.04.6 LTS operating system with 4.15.0-197-generic Linux kernel. The DPDK version was:

17.11.10-0ubuntu0.2. We reserved 16 huge pages of 1 GB size and CPU Cores 2, 3, 4, and 5 for siitperf using the follow-
ing kernel command line parameters:

isolcpus=2,3,4,5 hugepagesz=1G hugepages=16

We note that we used two of the reserved CPU cores for sending test frames (one in each direction) and the other
two for receiving test frames (one in each direction).

As for the DUTs, we used a computer with the following relevant parameters: Gigabyte Technology Z77-D3H moth-
erboard, Intel Core i7-3770K CPU, 4 � 4 GB 800 MHz DDR3 RAM, and dual-port Intel 82599ES 10GbE NIC.

In order to ensure stable and reliable results, we disabled hyper threading and set the clock frequency of the four
CPU cores to fixed 2.5 GHz with the help of the tlp Linux package using the idle = poll kernel command line parame-
ters and the following settings in the /etc/tlp.conf file:

CPU_SCALING_GOVERNOR_ON_AC=performance

CPU_SCALING_MIN_FREQ_ON_AC=2500000

CPU_SCALING_MAX_FREQ_ON_AC=2500000

We used Debian 11.4 operating system with 5.10.0-16-amd64 Linux kernel.

4.2 | Self-test of the tester

Before performing any actual tests, we executed a self-test of the tester to exclude the possibility that its insufficient per-
formance influences the results of our measurements. To that end, the two 10 Gbps Ethernet network interfaces of the
tester were looped back with a direct cable as shown in Figure 3.

FIGURE 3 Measurement setup for the self-test of the tester.
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We performed an IPv4 throughput measurement using 64-byte frame size and bidirectional traffic. The binary sea-
rch was executed 20 times, and the measured throughput is shown in Table 1. We note that other Network Performance
Testers usually report the total number of forwarded frames per second, but siitperf reports the number of frames per
second per direction, so the results are to be understood per direction. Our results show that the tester had a high enough
performance and its results were stable.

We did not test any other frame sizes, because we always generated 64 bytes long frames with siitperf in all our tests.

4.3 | IPv4 throughput of the DUTs

We measured the IPv4 packet forwarding performance of the three identical DUTs according to the single DUT test
setup shown in Figure 4. The value of x was always 0 in these measurements, x will have a role in Section 4.4. The
10 Gbps Ethernet network interfaces were interconnected with direct cables.

TABLE 1 Self-test results of the tester using bidirectional traffic, IPv4, and 64-byte frame size.

Average (fps/direction) 7,177,245

Minimum (fps/direction) 7,170,898

Maximum (fps/direction) 7,184,569

FIGURE 4 Single DUT test setup for IPv4 packet forwarding rate measurements.
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There are two further important details worth mentioning: receive-side scaling and non-zero-loss acceptance
criterion.

The aim of receive-side scaling22 (also called multi-queue receiving) is that the packet receiving performance of the
system increases nearly linearly with the number of its CPU cores. To that end, the interrupts of the incoming packets
are distributed among the CPU cores of a contemporary multi-core CPUs. To facilitate this, modern NICs are able to
compute a hash value from the four tuple (source IP address, destination IP address, source port number, and destina-
tion port number) of the incoming packets and use it to assign the packets to the receive queues and their interrupts to
the CPU cores. As in our current tests, we always used the same IP addresses, only the port numbers could ensure
entropy for the hash function. By default, only the source and destination IP addresses are used to compute the hash
value; therefore, we had to set the proper hash computing by the following commands on the DUT1, DUT2, and DUT3
devices:

ethtool -N enp1s0f0 rx-flow-hash udp4 sdfn

ethtool -N enp1s0f1 rx-flow-hash udp4 sdfn

We note that no such settings were used with the tester because DPDK uses poll mode driver and a single core is
able to handle more than seven million packets as we measured before. (But their IPv6 equivalents were used for the
IPv6 interfaces during SIIT testing.)

RFC 2544 defines throughput as the highest rate at which the DUT can forward all packets. However, commercial
Network Performance Testers usually have a parameter called loss tolerance and it can be set to a value higher than
0. During our preliminary measurements, we observed that sometimes the binary search failed due to a low number of
missing test frames. Even though using the zero-loss criterion meant that the difference of the minimum and maximum
of the results was only a few percent of the median; nevertheless, very much consistent results were needed to be able
to point out small differences; therefore, 0.01% loss tolerance was used for our measurements. (Namely, a single frame
may be missing from every 10,000 test frames.) Earlier the 99.99% acceptance criterion was used for benchmarking SIIT
implementations23 and authoritative DNS servers,24 and we also analyzed the issue in Lencse et al.25

Our results are shown in Table 2. Here, the [minimum, maximum] interval of the results of DUT1 does not even
overlap with those intervals of DUT2 and DUT3. Thus, we successfully demonstrated the case when the results of theo-
retically identical hardware produce different results. For our further tests, we selected DUT2 and DUT3 as two devices
that produce sufficiently similar results.

4.4 | Comparison of the results of the single DUT setup and of the dual DUT setup

We used the topology shown in Figures 4 and 5 for the single DUT setup measurements and for the dual DUT
setup measurements, respectively. In both cases, x was used to express the different number of destination networks.
The tests were performed using 1, 2, 4, 8, 16, 32, 64, 128, and 256 destination networks. It can also be seen from the two
figures that in the case of the dual DUT setup, the routing tables contained 50% more rules than in the case of the single
DUT setup.

The results are shown in Figure 6. The color bars show the median values, and the error bars show the minimum
and maximum values. (The error bars are usually hardly visible due to the consistent nature of the results of the 20 repe-
titions of measurements.) The results completely support our theoretical consideration in Section 3.2: 50% more routing
table entries causes lower performance in the case of the dual DUT setup compared to the results of the single DUT
setup with the same number of destination networks, and the doubling of the number of destination networks
decreases further the performance of the system.

TABLE 2 IPv4 packet forwarding performance using bidirectional traffic, 64-byte frame size, and 0.01% loss tolerance.

Which DUT? DUT1 DUT2 DUT3

Median (fps/direction) 2,005,495 1,980,792 1,979,037

Minimum (fps/direction) 1,991,307 1,976,377 1,972,637

Maximum (fps/direction) 2,016,670 1,982,971 1,985,908
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5 | MEASUREMENTS WITH SIIT GATEWAYS

SIIT is a fairly simple IPv6 transition technology. With an appropriate trick, we could measure its throughput and
frame loss rate characteristics using an RFC 5180 compliant tester.26 Now, we can also measure the latency of SIIT gate-
ways using siitperf.

5.1 | Test setups

We used DUT2 and DUT3 to measure their performance characteristics one by one according to the single DUT setup
and together according to the dual DUT setup. For an easy-to-follow presentation, first, we disclose our dual DUT
setup, and then, we derive the two single DUT setups from it.

Figure 7 shows the dual DUT setup for benchmarking SIIT gateways. From the tester's point of view, the setup is
exactly the same as shown in Figure 5. The tester is not even aware of the fact that the traffic between DUT2 and DUT3
is IPv6. The two DUTs use Explicit Address Mapping27 between several IPv4 and IPv6 prefixes as shown in the middle
of Figure 7. (As before, x may mean different number of networks in the IPv4 addresses. The role of xx is the same in

FIGURE 6 IPv4 packet forwarding performance using bidirectional traffic, 64-byte frame size, and 0.01% loss tolerance.

FIGURE 5 Dual DUT test setup for IPv4 packet forwarding rate measurements.
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the IPv6 addresses.) The IPv4 or IPv6 addresses that are actually assigned to the network interfaces are always written
above the lines. The IPv6 peers of the IPv4 addresses that are not assigned to the interfaces are written below the line
using an italic font to show how IPv4 the interfaces are represented in the IPv6 address space.

SIIT was implemented by Jool.28 Its version 4.1.5 was used. We performed all the necessary settings by scripts. As a
sample, we included the script one for Jool settings in Figure 8. It took a single parameter, the number of networks,
and it set everything for Jool. We set the IP addresses and the routing rules also by similar scripts.

The two single DUT setups were derived from the dual DUT setup shown in Figure 7 in a very simple way. First,
DUT3 was removed, and DUT2 was benchmarked as a stateless NAT46 translator as shown in Figure 9. Then, DUT2
was removed from the dual DUT setup, and DUT3 was benchmarked as a stateless NAT64 translator as shown in
Figure 10. As for Jool, the same script was used as shown in Figure 8, and the other scripts were also derived from those
of the dual DUT setup in a natural way.

5.2 | Throughput

As elaborated in Section 4.3, we used 0.01% loss tolerance. We compared the throughput of the three test systems in
Figure 11. The results are shown as a function of the number of destination networks. Compared to Figure 6, three
salient differences can be observed here:

1. The throughput results are significantly lower.

FIGURE 7 Dual DUT test setup for benchmarking SIIT gateways, DUT2 and DUT3 implement stateless NAT46 and stateless NAT64,

respectively.

FIGURE 8 Script for setting Jool for dual DUT measurements.
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2. The performance degradation caused by the increasing number of destination networks is significantly higher.
3. From about 32 destination networks, the difference between the single DUT results and the dual DUT results

disappears.

The first one has a very simple explanation: SIIT is a more computation intensive task than IPv4 packet forwarding.
(Since a new, different version IP packet header has to be built.)

The second one reveals a scalability problem of Jool. (At 256 destination networks, Jool had to store and handle
512 IPv4–IPv6 mappings. Perhaps the lookup of the mappings is not implemented efficiently.)

The third most probably happened because the computation cost of the routing decisions became negligible com-
pared to that of the SIIT operation.

All in all, our results show that the throughput of SIIT gateways can be approximately determined by benchmarking
two identical SIIT gateways together according to the dual DUT setup using an RFC 2544 compliant legacy Network
Performance Tester.

5.3 | Latency

We measured the latency according to the single DUT setup for DUT2 and DUT3 individually and also together
according to the dual DUT setup.

We calculated the typical latency for both directions according to Section 7.2 of RFC 8219. We note that siitperf
calls the direction “forward,” if it follows the direction of the arrows in Figure 1, and it calls the opposite direction
“reverse.” The typical latencies in the forward and in the reverse direction are shown in Figures 12 and 13, respectively.

FIGURE 9 Single DUT test setup for benchmarking SIIT gateways, DUT2 implements stateless NAT46.
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From one to four destination networks, the results comply with our expectations that the latency measured according
to the dual DUT setup is approximately the double of the latencies measured according to the single DUT setup. Yet
from eight destination networks, the latency of the dual DUT setup becomes systematically higher. Finding its root
cause is beyond the scope of our current paper.

FIGURE 10 Single DUT test setup for benchmarking SIIT gateways, DUT3 implements stateless NAT64.

FIGURE 11 SIIT packet forwarding performance using bidirectional traffic, 64/84-byte frame size, and 0.01% loss tolerance.
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6 | CONCLUSION AND FUTURE WORK

We have pointed out several potential differences that can prevent the use of the dual DUT setup instead of the single
DUT setup (asymmetry of the corresponding functions, difference in the number of routing rules, and difference in the
performance of the theoretically identical hardware). We have shown that in the case of two IPv4 routers and also in
the case of two SIIT gateways, the throughput results of the dual DUT setup could approximate well that of the single
DUT setup. However, the latency did not always follow the theoretical expectations.

Based on the results of the current paper, we plan to measure the performance and scalability of various
implementations of the five IPv4aaS technologies using the method elaborated in Lencse and Bazs�o.29 In short, this
method handles the aggregate of the CE and provider edge (PE) devices of the given IPv4aaS technology together.
This aggregate is equivalent to a stateful NAT44 gateway that can be benchmarked according to our new methodology
defined in Lencse and Shima30 and validated in Lencse et al.31 The stateful extension of siitperf19 can be used to carry
out the benchmarking measurements. As a demonstration and validation of our proposed measurement method for
benchmarking the IPv4aaS technologies according to the dual DUT setup of RFC 8219, we also compared the scalability
of the Jool implementation of 464XLAT and MAP-T technologies in Lencse and Bazs�o.29

FIGURE 12 SIIT typical latency in the “forward” direction using bidirectional traffic and 64/84-byte frame size.

FIGURE 13 SIIT typical latency in the “reverse” direction using bidirectional traffic and 64/84-byte frame size.

LENCSE and SZILÁGYI 13 of 15
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